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Real-Time Scheduling for Cognitive Radio Networks
Shabnam Sodagari, Senior Member, IEEE

Abstract—Real-time scheduling protocols for cognitive radio
(CR) networks that can be implemented in the spectrum manager
of IEEE 802.22 are proposed. The protocols take into consider-
ation the inherent uncertainties in CR networks that are caused
by the unknown future primary user channel usage and the dy-
namic channel allocation demands of the CR users in each time
slot. Scheduling is performed at the beginning of each time slot.
The proposed mean throughput maximization (MTM) schedul-
ing protocol schedules the CRs available in the current time slot
considering past channel allocations and possible future demands
without introducing the delay of waiting for future CR resource de-
mands to be revealed. A variation of the MTM called throughput
loss minimization (TLM) is introduced to further reduce the delay
in MTM scheduling. The upper bound on the throughput loss and
the relation of TLM to MTM in terms of computational complexity
and approximation ratio are analyzed. In addition, Markov chance
decision processes are used for CR real-time scheduling. Tradeoffs
in the upper bound of the throughput loss allow the cognitive base
station to enhance the sum throughput of the CR network to main-
tain both scheduling time and throughput loss below a desired
level.

Index Terms—Cognitive radio (CR), dynamic spectrum access,
IEEE 802.22 standard, medium access control (MAC).

I. INTRODUCTION

COGNITIVE radio networks (CRNs) opportunistically take
advantage of white spaces of primary users (PUs). A white

space is an unused radio resource that can depend on time,
frequency, and geographical location, and its utilization should
not cause interference to PUs [1]. Due to the opportunistic use
of spectrum, CRNs are unpredictable by nature. More precisely,
in addition to the unknown traffic arrival times and number of
packets, which are common to all communication networks,
the future activities of the PUs are also unknown. Therefore,
in order for the decision making of the cellular cognitive base
station (CBS) to be efficient for CRNs, the future activities of
the PUs should be taken into account. In other words, this is not
a problem with fully known cognitive radio (CR) users resource
needs over the time horizon. At any time, a PU may suddenly
become active in a band, resulting in the CR using that band to
refer to the CBS for a new resource. The contribution of this
paper is the novel decision making of the CBS. This paper is the
first work to use Markov chance decision processes for real-time
scheduling in CRNs and to study throughput upper bounds of
sampling for real-time scheduling in CRNs.

Manuscript received November 8, 2016; revised May 12, 2017, September 12,
2017, and November 3, 2017; accepted November 4, 2017. Date of publication
November 23, 2017; date of current version August 23, 2018. (Corresponding
author: Shabnam Sodagari.)

The author is with the Department of Electrical Engineering, California State
University, Long Beach, CA 90840 USA (e-mail: shabnam@ieee.org).

Digital Object Identifier 10.1109/JSYST.2017.2771328

The medium access control (MAC) scheduling proposed in
this paper aims to maximize the aggregate throughput while
implementing fairness among CRs contending for channels.
Hence, the main contributions of this paper are targeted toward
addressing the following issues.

1) Throughput-optimized MAC scheduling schemes in
CRNs that take into account the unpredictability of CRNs.

2) Addressing the short-lived nature of PU white spaces by
real-time decision making in CRNs while yielding optimal
throughput without having to wait to collect all the data.

3) Introducing the mean throughput maximization (MTM)
scheduling scheme.

4) Enhancing the convergence time of MTM by proposing
throughput loss minimization (TLM) scheduling.

5) Using Markov chance decision processes for CR schedul-
ing.

6) Deriving bounds on the throughput loss and computational
complexity.

The rest of this paper is organized as follows. Section II
provides a literature survey that summarizes the state of the
art in this field. In Section III, the structure of the problem
and the proposed cognitive scheduling schemes are elaborated.
Section IV presents the throughput bounds of the proposed
method. Sections V and VI apply Markov chance decision pro-
cesses to real-time CR scheduling. Section VII analyzes the
computational complexity of the proposed CR scheduling meth-
ods. Numerical results are presented in Section VIII. Finally,
Section IX concludes the paper.

Table I contains the notation and abbreviations used through-
out this paper.

II. BACKGROUND

Chen et al. [2] investigate network formation for spectrum
management in CR mesh networks. They propose a cluster-
based approach for neighbor discovery and control when there
is no global control channel available. They optimize the cluster
configuration considering the network topology. Furthermore,
Jia et al. [3] take hardware constraints into account for spec-
trum management in ad hoc CRNs. They formulate the sensing
and transmission-constrained problem as an optimal stopping
problem. In their decentralized MAC, they optimize the sensing
decision in a sequence of sensing processes. In contrast, this pa-
per proposes a centralized MAC in which the CBS performs the
task of sensing. Additionally, Tumuluru et al. [4] apply Markov
chain and queuing theory to centralized MAC scheduling to
estimate the expected number of packets to be transmitted by
a CR over each PU channel within a frame. In another work,
Tumuluru et al. [5] divide CR traffic into high- and low-priority
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TABLE I
NOTATION AND ABBREVIATION

PU Primary user
CR Cognitive radio
CRN Cognitive radio network
MAC Medium access control
WRAN Wireless regional area network
CBS Cognitive base station
MTM Mean throughput maximization
TLM Throughput loss minimization
NRT Non-real-time
MCDP Markov chance decision process
E[.] Expected value
T End time slot in horizon
T = {1, . . . , t, . . . , T } Set containing all time slots
t ∈ T Current time slot t
Dt Set of channel scheduling demands by CRs for time slot t
ωt+1 , . . . ,T Samples of probability distribution representing CR demands in future time slots
km ax Maximum time slots the channel is allocated to a single CR
d : ωt+1 , . . . ,T Concatenation of current channel demand d and samples representing future channel demands
at Scheduling decision made by CBS at time t
at−1 Past scheduling decisions made by CBS at times 1, . . . , t − 1
R (at−1 , d) Rate or throughput obtained by scheduling CR d at time slot t, given past decisions at−1
dM TM CR scheduled by CBS using MTM scheduling
P (.) Probability of a random variable
m Number of samples
σ2

t Variance of throughput loss at each time slot
Lt Expected value of throughput loss at each time slot
R Set of real numbers
sM CDP
t+1 Next state of CRN white space usage determined by MTM MCDP scheduling

C MCDP chain of alternating states and observations
ξt Markov chain representing PU activities
it Input observation of the CRN at time t imposed by the PU activity
Lt1 Throughput loss per time slot of MCDP CRN scheduling due to (34)
Lt2 Throughput loss per time slot of MCDP CRN scheduling due to empirical averaging
Lt Expected value of per time slot total throughput loss of MCDP CRN scheduling

classes. They study the effects of different centralized and dis-
tributed schemes on prioritized traffic with spectrum handoff,
which occurs upon the return of a PU to the channel. To this
end, they use continuous-time Markov chains. In addition, the
energy efficiency of CRNs, heterogeneous networks, and sensor
networks using big data is addressed in [6]–[9].

As relates to PU activity models, Xing et al. [10] summa-
rize spectrum prediction methods in CRNs. They present an
overview of prediction techniques, such as the hidden Markov
model, multilayer perception neural networks, Bayesian infer-
ence, moving average, autoregressive models, and static neigh-
bor graphs applied to CRNs. Moreover, Chen et al. [11] conduct
a survey of spectrum occupancy models from measurements in
different geographical regions, up to 2013. The measurements
extract some statistics, such as the duty cycle, cumulative distri-
bution function, and probability density function. Nevertheless,
as mentioned in [12], many spectrum occupancy studies reported
in the literature are based on measurements with a single device
at a fixed location. In another survey of PU activity models [13],
PU spectrum utilization is classified via the Markov process,
queuing theory, time series, on/off, Bayesian, and event-based
random walk, among other models. Also, the Bernoulli model
for both PU and CR activities is considered in [14]–[16]. Specif-
ically, Ganti et al. [14] consider arrival and channel states as
Bernoulli processes, and Banaei et al. [15] model a user’s active
or inactive status over a channel as a Bernoulli random variable.

Additionally, Gambini et al. [16], [17] consider the packet ar-
rival processes for CRs and PUs at each node as independent
Bernoulli processes. In this paper, a generic model using Markov
chance decision processes, which encompasses both the PU ac-
tivity and the resulting optimal CRN schedules, is presented. In
other words, the PU activity is modeled as a Markov chain that
affects the CRN. However, the CRN decision based on the PU
activity is modeled as a Markov chance decision process, rather
than a Markov decision process.

Hsu et al. [18] propose a carrier sense multiple access
(CSMA)-/CA-based cognitive MAC using statistical channel
allocation. Their decentralized scheme uses statistics of spec-
trum usage for decision making on channel access. Transmission
parameters are negotiated using a control channel between the
sender and the receiver for each transmission. Thilina et al. [19]
consider the problem of common control channel for central-
ized MAC in CRNs. They propose a dynamic common control
channel, in contrast to the traditional dedicated control channel,
for MAC protocols. They use a support vector machines learn-
ing mechanism to implement a dynamic common control chan-
nel. In their scheme, CRs who participate in the dynamic com-
mon control channel selection process are scheduled to transmit
their traffic while other CRs have to contend for access to the
channels.

Contrary to previous works, including the ones mentioned
above, this paper takes a proactive rather than reactive approach
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Fig. 1. CBS channel scheduling considering CRs demands.

to the design of MAC in CRNs. The protocols in this paper can
be used to enhance the performance of IEEE 802.22 wireless
regional area networks (WRANs). In such networks, CRs use
bandwidth request slots within an IEEE 802.22 frame to let the
CBS know about their dynamic need for resources. Without loss
of generality, the CBS can be implemented in the cloud.

III. SYSTEM MODEL AND PROPOSED COGNITIVE

SCHEDULING SCHEMES

Similar to the IEEE 802.22 standard, which is a central-
ized scheme for WRANs, using white spaces [20], a CBS per-
forms the task of channel scheduling. As shown in Fig. 1, the
CBS schedules the idle channels of PUs to CRs with traffic to
transmit.

The model considers time frames of duration T seconds, e.g.,
similar to the IEEE 802.22 frame structure. The first portion of a
time frame is dedicated to scheduling, and the remaining part is
used for CRs transmission. At the beginning of each time frame,
the CBS considers the requests of the CRs and decides whether
a CR can be scheduled to transmit in the current time frame.

Since the method of this paper is based on the interweave
CRN paradigm, which involves spectrum sensing to detect white
spaces, interference to the PU can be avoided. This is different
from underlay (e.g.,[21] and [22]) or overlay CR schemes [23]
that might cause some level of interference to the PU. Specifi-
cally, in underlay and overlay CRNs, the CRs or secondary users
are allowed to transmit at the same time and over the same band
as the PU, conditioned on keeping the interference to the PU
below a certain threshold or helping to relay the PU message.
However, in interweave CRNs, which are based on spectrum
sensing, transmission only happens when the PU is not on the
band to avoid any interference to the PU. Specially, if the CRN
is full duplex [24], i.e., can sense and transmit at the same time,
it can immediately stop transmitting upon detection of the PU
to prevent interference.

Here, the CBS scheduling decision is based upon higher over-
all throughput, considering the unknown future of the CRN.
Another objective is to implement fairness among CRs. To this
end, the proposed cognitive scheduling equips a CBS with two
modules: one for optimizing the CRN throughput and the other
for generating scenarios that may occur in future time slots due
to unknown future PU and CR activities. In this regard, the
CBS generates samples of future requests [25] and associated
throughputs. To implement fairness, each CR can receive the
band a maximum of kmax times over all time slots in the hori-
zon. Sampling enables the CBS to improve the overall CRN

throughput over all time slots. Considering the fairness con-
straint, instead of hastily allocating current CRs kmax times, by
sampling the future, the CBS does not lose future schedules of
higher throughput.

Formally, consider a set of CRs N = {1, 2, . . . , N}. For
n ∈ N , denote a CR by CR n. At the beginning of each time
frame t, the CBS receives a set of scheduling demands from the
CRs. The set of all scheduling demands for the time horizon
{1, 2, . . . , t} is {D1 ,D2 , . . . , Dt}. Here, Dt is the set of CRs
that announce their need for a resource in time frame t. For
example, D2 = {CR2 , CR5 , CR7} means that at the beginning
of the second time frame, the CBS has to decide which of CR3,
CR5, or CR7 to schedule. The objective of the CBS at time t is
to maximize the overall CRN throughput over the past, present,
and future time horizon T = {1, 2, . . . , t, . . . , T }. However,
future demands {Dt+1 , . . . , DT } are unknown at the present
time t. Past scheduling decisions have been made at time slots
1, . . . , t− 1. Due to immediate needs of CRs traffic, the CBS
cannot wait to collect all demands up to time T to make a
decision. In other words, the CBS has to provide a real-time
multiple-access scheme. In this regard, this paper proposes that
the CBS generates future demands by sampling the distribu-
tion of demands and concatenating them alongside the current
demand at time t to determine which current demand maxi-
mizes the overall throughput and should be scheduled at this
time.

A conventional optimization allocates resources to the CR
that has the maximum throughput at the current time without
considering it within the context of future resource allocation
requests. The CBS considers each CR along with past alloca-
tions, denoted by at−1 , and possible future requests, related to
time slots t + 1, . . . , T and denoted by ωt+1,...,T . Possible fu-
ture requests are obtained by sampling. The CBS then optimizes
the throughput of each scenario and allocates the resource to the
CR that yields the highest throughput in the present and future,
considering the fairness constraint explained above.

Information about the PU channel status and the CR channel
demands is not available in advance but is revealed incremen-
tally. The optimal strategy in cognitive multiple access is not
simply selecting the CR with the highest immediate signal-to-
noise ratio (SNR) at time t but considering every CR demand
in the context of past schedules and future demands. For ex-
ample, consider CR n that has been scheduled kmax − 1 time
slots out of the past t− 1 time slots. In time slot t, the same
CR n is demanding the channel and has the highest SNR among
all CRs over that band. If the sampling shows that the same
CR n will have even better SNR in future time slots, the CBS
does not schedule CR n at time t, but postpones its schedul-
ing to the future to maximize the sum throughput over all time
slots in the horizon. More numbers of sample sets lead to more
accurate scheduling decision by the CBS. In other words, if
the CBS can take several sets of samples, representing time
slots t + 1, . . . , T , it can make a more informed decision by
averaging. However, PU white spaces are short lived, and the
coordination time in CRNs is limited. Accordingly, the CBS can
take only a few sets of samples. In spite of this limitation, this
paper shows how to obtain optimal CRN schedules.
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Formally, the CBS considers a time horizon T and a num-
ber of channel demands. Each CR d, available at time slot t,
has an SNR proportional to the rate or throughput R over the
band. The goal is to find a constrained solution that maximizes∑T

t=1 R (at). Here, at denotes the scheduling decision of the
CBS at time t. In the proposed MTM scheduling scheme, the
CBS evaluates each CR’s present demand (SNR) against multi-
ple sets of samples representing future demands and their rates
or SNRs. This may be achieved by letting the CRs conduct a
quick channel sounding experiment at the beginning of each
time slot to get a sense of their approximate capacity over the
channel.

The evaluation of a CR resource demand d is incrementally
updated by considering each set of samples. Finally, at the end
of the limited decision time, the CR with the highest evalua-
tion score receives the band in time slot t. The throughput loss
of this method depends on the number of sample sets that are
permitted during the short decision time at the beginning of
each frame. Since the CBS compares every CR demand against
sets of samples, the total time to make the decision is divided
among the number of CRs currently demanding the channels.
Accordingly, when the scheduling time is short, each current
CR demand is considered within the context of a smaller num-
ber of sample sets. Therefore, some overall throughput loss is
inevitable in MTM MAC scheduling, in contrast to the non-real-
time (NRT) delayed scheduling. Nevertheless, this paper shows
that this throughput loss is upper bounded and the upper bound
is achievable by increasing the number of samples.

To compromise between the speed of the scheduling decision
and accuracy, in terms of throughput loss, the CBS can use TLM
MAC. When using TLM scheduling, the CBS evaluates each
available channel demand for every sample with an upper bound
for throughput loss. TLM quickly estimates the throughput loss
of a sample set of CR demands, i.e., the difference between the
throughput and an upper bound for performance. At the end of
the scheduling time, the CR with the least total difference over
all generated samples for all rounds receives the channel. MTM
medium access scheduling requires more time than TLM. The
TLM scheme is useful when CBS is handling a large number of
CR demands or when the number of samples is small. This is
due to the fact that in TLM scheduling, in contrast to MTM, the
CBS does not partition available samples among CR demands.
Hence, TLM is able to consider more samples in the allowed
scheduling time because it does not distribute the optimizations
among CR demands. This implies that for the same available
decision time for the CBS, the number of sample sets that can
be considered in TLM is equal to the number of sample sets
that can be considered in MTM multiplied by the number of
available CRs in the current time slot.

Denoting the total number of CRs resource allocation de-
mands by |D|, TLM is |D| times faster than MTM because TLM
does not consider every CR demand versus every set of samples,
whereas MTM considers each CR demand versus every sample
set. Deeper insights into MTM and TLM are presented in the
following sections. In particular, MTM and TLM are studied in
the context of a Markov Chance Decision Process (MCDP) in
Sections V and VI. In Section V, similarities and differences

Fig. 2. CR real-time scheduling using Markov chance decision processes.

between Markov decision processes and MCDPs are presented.
This is a general framework to optimize CRN scheduling, by
considering the effects of PU activity on the CRN as an exoge-
nous parameter that leads the CBS to change states. As shown
in Fig. 2, the PU activities are modeled as a Markov chain ξt

that evolves independently from the CRN but affects the CRN
white space usage decisions. At each time t, the CRN is in state
st and the input observation it , which is a realization of ξt , is
imposed upon it because the PU has priority for channel usage.
The input it causes transition to a new state st+1 . In Section V,
optimal scheduling strategies for the CBS are investigated using
the notion of an MCDP chain, which is a sequence of alternating
states and observations.

Section IV presents an upper bound on the performance of
the proposed scheduling methods.

IV. THROUGHPUT BOUND OF THE PROPOSED SCHEDULING

The goal of this analysis is to determine the expected loss of
the MTM real-time multiple access scheme. Specifically, MTM
is compared with the ideal case when the CBS has noncausal
knowledge of the SNRs of all CRs over the channels in all fu-
ture time slots. This section answers the question of how many
samples are required to obtain a solution that closely approxi-
mates the most optimal solution. Particularly, to benchmark the
solution, the average difference between the real-time MTM
medium access scheme and the NRT case, where the CBS waits
until the final time slot to collect all the information and then
schedules channels to CRs in each time slot, is determined. An
upper bound for the losses in throughput in each time slot is
presented. The expected loss of the proposed MTM scheduling
is the sum of the throughput losses in each time slot.

The CBS converts the real-time scheduling problem into an
NRT optimization problem by replacing future CR demands
with samples from a probability density function. The CBS
then solves this optimization to obtain RNRT , which is the
throughput of the NRT channel scheduling, i.e., the case where
the CBS waits until the final time slot for all CR demands to
be revealed and then retroactively schedules for each time slot.
ωT is drawn from the underlying distribution that determines
the CR demands and their SNRs.

In each time slot t ∈ T , there is a channel demand by a
CR that is selected to maximize the expected sum throughput
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over all time slots {1, . . . , T } for realizations Dt of ωt and the
vector of past channel allocations at−1 . Channel allocation to
a single CR is limited to kmax slots during all time slots in
T = 1, . . . , T . Note that

E
ωt , . . . , T |ω1 , . . . , t−1

[RNRT (at−1 , ω1,...T )]

= E
ωt |ω1 , . . . , t−1

[
max

dt

(
E

ωt + 1 , . . . , T |ω1 , . . . , t

(RNRT(at , ω1,...T ))

+ R (at−1 , dt)
)]

. (1)

for all times t ∈ T . Here, RNRT (at−1 , ωt...T ) denotes the
throughput obtained by the NRT scheduling with knowledge
of past allocations at−1 along with CR demands for the present
and future time slots. dt is the variable for CR demand at time t,
and E[.] denotes the expected value. Channel access depends on
samples ω, which represent future demands. When the number
of samples representing the future grows, this medium access
protocol approaches the most optimal solution. This section de-
termines how many samples are needed for the solution to be
as optimal as the NRT, i.e., the delayed case until the end of
the time horizon T , when the actual CR demands and SNRs
for all time slots (that are considered future for the real-time
scheduling) have been revealed to the CBS.

The CBS should select the CR at time t with demand d∗ such
that

d∗ = arg max
d

E[RNRT(at−1 : d ∈ Dt : ωt+1,...,T )] (2)

subject to scheduling d∗t for less than or equal to kmax time
slots in a total of T slots. The average sum throughput for the
above is

E [RNRT (at−1 : d∗ ∈ Dt : ωt+1,...,T )] . (3)

Nevertheless, in real-time MTM scheduling, the CBS has only
a limited time to make a decision. Accordingly, it has a limited
set of samples at hand. Practically, the CBS may not be able to
identify the actual best CR demand d∗. Instead, it may select
a CR demand d (not being allocated more than kmax times in
previous time slots) with expected throughput

E [RNRT (at−1 : d ∈ Dt : ωt+1,...,T )] . (4)

Denote the expected value of throughput loss at each time slot
t by Lt (d,at−1 , ω1,...,t). The throughput loss given in (5) is
the difference in throughput obtained by scheduling the best
possible CR d∗ with that of CR d returned by MTM

Lt (d,at−1 , ω1,...,t)

= max
d∗

(

R (at−1 , d
∗) + E

ωt + 1 , . . . , T
[RNRT(at−1 , d

∗, ω1,...,T )]
)

−
(

R(at−1 , d) + E
ωt + 1 , . . . , T

[RNRT(at−1 : d, ω1,...,T )]
)

. (5)

It can be shown that the expected value of the throughput
loss of the real-time MTM scheduling method is the sum of the

throughput losses over all time slots, as shown in (6).
∑

t∈T

E
ω1 . . . , t

[Lt (dMTM (at−1 , ω1,...,t) ,at−1 , ω1,...,t)]

= E
ω1 , . . . , T

[RNRT (ω1,...,T )−RMTM (ω1,...,T )] . (6)

Equation (6) indicates that to derive an upper bound on the
sum throughput loss over all time slots, it suffices to derive
an upper bound on the throughput loss in each time slot t and
then add the results for all time slots t ∈ T [26]. Note that the
MTM is based on scheduling a CR that maximizes the mean
throughput. In other words, for each CR demand d, the MTM
calculates the empirical average obtained by sampling the pro-
bability distribution as

E
ωt + 1 , . . . , T |ω1 , . . . , t

[RNRT (at−1 : d, ω1,...,T )]

≈ 1
m

m∑

k=1

RNRT
(
at−1 : d, ω1,...,t : ωk

t+1...T
)

= Y (at−1 : d, ω1,...,t) (7)

where ωk
t+1...T denotes the kth set of samples from the proba-

bility distribution [26] representing the CRs demands for future
time slots t + 1, . . . , T . The CR selected by MTM MAC is

dMTM (at−1 , ω1,...,t) = max (R (at−1 , d))

+ Y (at−1 : d, ω1,...,t) (8)

and the solution to the delayed NRT method is

d∗ = max
d

(

R (at−1 , d)

+ E
ωt + 1 , . . . , T |ω1 , . . . , t

[RNRT(at−1 : d, ω1,...,T )]
)

. (9)

Note that for a given sample set, TLM computes only the optimal
solution, whereas MTM also evaluates nonoptimal solutions. In
other words, TLM only approximates the nonoptimal solutions,
rather than rigorously calculating them, as in MTM [27]. To this
end, TLM MAC aims to minimize the following difference:

U −R(at−1 , ωt,...,T ) (10)

where U can be a desired upper bound for throughput.
When the CBS uses MTM scheduling, it approximates the

expected value by averaging the solutions obtained from the
limited sample sets, allowed during the short CRN scheduling
time. This means, in general, that the CBS schedules CR dMTM
instead of d∗. Therefore

R (at−1 , dMTM) + Y (at−1 : dMTM , ω1,...,t)

≥ R (at−1 , d
∗) + Y (at−1 : d∗, ω1,...,t) . (11)

Following the procedure presented in [26], by rearranging (11),
and using the definition of Lt (dMTM ,at−1 , ω1,...,t) in (5), the
following inequality for throughput loss at each time slot is
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obtained

Lt (dMTM ,at−1 , ω1,...,t)

≤ Y (at−1 : dMTM , ω1,...,t)− Y (at−1 : d∗, ω1,...,t)

− E
ωt + 1 , . . . , T |ω1 , . . . , t

[R(at−1 : dMTM , ω1,...,T )]

+ E
ωt + 1 , . . . , T |ω1 , . . . , t

[RNRT (at−1 : d∗, ω1,...,T )] . (12)

Using the right-hand side of the inequality in (12), define

Zt,d = Y (at−1 : d, ω1,...,t)− Y (at−1 : d∗, ω1,...,t)

− E
ωt + 1 , . . . , T |ω1 , . . . , t

[R (at−1 : d, ω1,...,T )]

+ E
ωt + 1 , . . . , T |ω1 , . . . , t

[RNRT (at−1 : d∗, ω1,...,T )] . (13)

In (13), the term

Y (at−1 : d, ω1,...,t)− Y (at−1 : d∗, ω1,...,t) (14)

is the sum of m independent identically distributed (i.i.d.) ran-
dom variables. Here, m is the number of samples per time slot.
Denote the variance of each i.i.d. random variable, associated
with throughput loss in each time slot, by σ2

t . By the central

limit theorem,
√

mZt , d

σt
is a standard normal random variable.

The above analysis [26] results in finding the expected value of
the throughput loss of MTM MAC in each time slot. By (12)

P (dMTM |ω1,...,t) ≤ P (Lt (d,at−1 , ω1,...,t) ≤ Zt,d |ω1,...,t)
(15)

where P denotes probability. By the Chernoff bound for a stan-
dard normal random variable

P (Lt (d,at−1 , ω1,...,t) ≤ Zt,d |ω1,...,t)

≤ exp
(

−m
Lt

2 (d,at−1 , ω1,...,t)
2σ2

t

)

. (16)

Using this bound and (12), the expected value of MTM through-
put loss at each time slot is upper bounded by [26]

E
ω1 , . . . , t

[Lt (dMTM ,at−1 , ω1...,t)]

=
∑

Lt (dMTM ,at−1 , ω1...,t) P (dMTM |ω1,...,t)

≤
∑

Lt (dMTM ,at−1 , ω1...,t) P (Lt (d,at−1 , ω1,...,t)

≤ Zt,d |ω1,...,t)

≤
∑

Lt (d,at−1 , ω1,...,t) exp
(

−m
L2

t

2σ2
t

)

. (17)

In (6), the mean total throughput loss over all time slots for
MTM scheduling is defined as the sum of throughput losses
in each time slot. Therefore, the total throughput loss of MTM
scheduling is upper bounded by taking the sum of the above-
mentioned upper bound over all time slots.

Using the Chernoff bound, (17) shows that asymptotically,
when m goes to infinity, in the limit, the upper bound for
throughput loss goes to zero ([26, Th. 1]). In other words, by in-
creasing the number of sets of samples m, the MTM scheduling

accuracy increases and its performance approaches that of NRT
scheduling with all CR demands revealed. However, increasing
m implies more scheduling time. Hence, there is a tradeoff be-
tween accrued throughput and the portion of each time frame
dedicated to scheduling. To this end, (17) gives the optimal
number of sample sets for the CBS to keep the throughput loss
of the CRN below a certain threshold.

The next section takes a deeper look into real-time scheduling
for CRNs by considering the MTM and TLM algorithms within
the context of MCDPs.

V. REAL-TIME CRN SCHEDULING USING MARKOV CHANCE

DECISION PROCESSES

MCDP is an abstraction used to formulate real-time schedul-
ing. An MCDP has the following components [27].

1) S is the finite set of states with s0 ∈ S as the initial state.
2) (ξt)t≥0 is the input process. It is a time-homogeneous

Markov chain on a state set I (the input states), specified
by an initial distribution and a transition matrix.

3) S × I → 2S is the transition map.
4) R : S × I × S → R is the reward map.
As shown in Fig. 2, the radio environment map, i.e., the PU

activities and status of the white spaces, such as spatial, tem-
poral, or even angular resources [28], are modeled as a Markov
chain (ξt)t≥0 , which evolves independently from the CRN but
affects the CRN white space usage decisions. At each time t, the
CR is in state st , observes the input it , which is a realization of
ξt , and decides to transit to a new state st+1 . An MCDP chain
is a sequence of alternating states and observations denoted by

C = s0
i0→ s1

i1→ . . . . (18)

The total CR throughput obtained by a chain C , representing
an MCDP sequence, is R(C ), i.e., the sum of throughputs for
all time slots t ∈ 1, . . . , T . Therefore, there is a throughput
probability distribution associated with each chain of MCDP.

MCDPs and Markov decision processes are equivalent. It can
be shown [27] why MCDPs are more efficient than Markov
decision processes when modeling real-time CRN scheduling
in which the orders of the CR demands are immaterial. The
goal in Markov decision processes is to maximize the expected
reward

max
α0

E
s1

[

max
α1

Es2

[

. . . E
sT

[
R

(
s0

α0→ s1
α1→ · · · αT −1→ sT

)]]]

.

(19)
Here, C is the chain defined by the pair (αt, st+1). Also, αt is
the action that causes the transition from state st to st+1 . On
the other side, in MCDPs, given state s0 and observations i0 ,
compute

max
s1

E
ξ1

[

max
s2

E
ξ2

[

. . . E
ξT

[
R

(
s0

i0→ s1
ξ1→ · · · ξT −1→ sT

)]]]

.

(20)
In (19) for Markov decision processes, state st+1 depends on
both st and αt , whereas in (20) for Markov chance decision
processes, the input process is exogenous, and ξt+1 depends
only on ξt , not on past decisions. Note that as in Fig. 2, it is
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a realization of the input process ξt , which is imposed on the
CRN, as a result of the PU activity. To find the optimal CRN
scheduling, the CBS has to compute

max
s1

E
ξ1

[

E
ξ2

[

. . . E
ξT −1

[

max
s2

. . . max
sT

R
(
s0

i0→ s1 · · ·
ξT −1→ sT

)]]]

.

(21)

To highlight the importance of using MCDP instead of Markov
decision processes, note that (21) can be obtained by swapping
E and max in (20) for Markov chance decision processes, but
it cannot be derived from (19) in the same way. In other words,
it is not possible to obtain (21) from (19) because the CRN
has no control over PU activity ξt , in contrast to the actions
αt , which are modeled by Markov decision processes. This is
one major benefit associated with MCDP, compared with the
Markov decision process.

As mentioned, MCDP is a variation of Markov decision pro-
cesses. In the Markov reward processes used in CRNs [29], the
reward is determined by an unknown parameter. Clearly, the
PU and CRN are two different networks, and it is challenging
for the CRN to gain knowledge of the parameters of the PU
channel activity stochastic process. In other words, when trying
to learn about PU activity, within a Markov reward process con-
text, the obstacle is to learn the underlying parameters that drive
the stochastic process behind the PU activity. However, this pa-
per, by using MCDPs, finds a way around this problem, so that
without having to learn the PU channel activity, the objective of
optimal CRN scheduling is achieved. More specifically, regard-
less of the underlying PU activity model, from the viewpoint of
the CRN, PU activity is a realization it , which is an exogenous
factor that causes the MCDP to change state.

To find optimal CRN schedules, the CBS has to compute the
chain

C = st → st+1 → · · ·
iT −1→ sT (22)

that maximizes the overall throughput. The maximization

max
s2

. . . max
sT

R (C ) (23)

is a deterministic NRT optimization, since its premise is to as-
sume that all unknown random variables ξ1,...,T −1 have been
revealed. This NRT optimization problem returns a chain start-
ing from state st with the input sequence it...T −1 affecting the
CR decision by originating from an external Markov chain, i.e.,
the PU white space usage activities. In view of this, (21) be-
comes

max
s1

E
ξ1 . . . T −1

[

R
(
s0

i0→ NRT (s1 , ξ1...T )
)]

. (24)

If during the horizon T for scheduling, the order of CR de-
cisions is not important in the overall CRN throughput, the
real-time CRN scheduling

E
ξt

[

max
st + 1

E
ξt + 1

[

. . . max
sT

R(st
ξt→ st+1

ξt + 1→ · · · ξT −1→ sT )
]]

(25)

can be approximated by

E
ξt . . . T −1

[

RNRT (st , ξt...T −1)
]

. (26)

Algorithm 1: MTM-MCDP CRN Scheduling.
1: Input i0 . . . iT −1
2: for t ∈ 0 . . . T − 1 do
3: R(s̆)← R (st , it , s̆)
4: for k ∈ 1, . . . ,m do
5: Take sample set ikt+1...T −1
6: end for
7: R(s̆)← R(s̆) + RNRT

(
s̆, ikt+1...,T −1

)

8: st+1 = arg max
s̆

R(s̆)
m

9: end for

Algorithm 1 shows the MTM scheduling for CRN using
Markov chance decision processes, to model the externally im-
posed white space usage by the PU.

At time t, the CBS must transit to a new white space usage
state st+1 , given the current state st and the revealed input it ,
associated with PU activity. To this end, the CBS uses m sets of
samples and maintains a record of the throughputs of all possible
decisions that result from migrating from st .

VI. THROUGHPUT PERFORMANCE OF CR REAL-TIME

SCHEDULING USING MARKOV CHANCE DECISION PROCESSES

In this section, the throughput loss of MTM MCDP CRN
scheduling is analyzed. The CRN MTM MCDP scheduling as-
sumes that as long as the overall throughput is maximized,
within a finite number of time slots, the order of CR white
space scheduling demands is not important. In other words,
the proposed CRN scheduling replaces the following real-time
optimization:

E
ξt + 1

[

max
st + 2

E
ξt + 2

[

. . . max
sT

R

(

st+1
ξt + 1→ st+2

ξt + 2→ · · · ξT −1→ sT

)]]

(27)
with

E
ξt + 1 , . . . T −1

[

RNRT (st+1 , ξt+1...T −1)
]

. (28)

This may cause some throughput loss, which will be investigated
in this section. The other cause of throughput loss may stem
from replacing the expected value in (28) with the empirical
averaging of samples

1
m

m∑

k=1

RNRT
(
st+1 , i

k
t+1...T −1

)
(29)

where k ∈ 1, . . . , m and ikt+1,...,T −1 is a sample set of random
variables ξt+1,...,T −1 .

The following analysis shows how to calculate the expected
throughput loss in each time slot t. By adding the expected thr-
oughput loss per time over all time slots t ∈ T , the to-
tal throughput loss of the proposed CRN scheduling will be
obtained.

The new white space usage state sMCDP
t returned by MTM

MCDP CRN scheduling is a random variable that is a function of
the pair (sMCDP

t−1 , it) and the m sample sets. it is the realization
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of the random variable ξt and is the input dictated by the PU,
revealed at time t. Also, st−1 is the previous state of white space
usage for the CRN. To formalize the throughput loss, note that
the following two chains

Ct =sMCDP
0

i0−→ . . .
it−2−→ sMCDP

t−1
it−1−→ NRT

(
sMCDP

t , it...T −1
)

(30)
and

C = sMCDP
0

i0−→ . . .
it−1−→ sMCDP

t . . .
iT −1−→ sMCDP

T (31)

are the same before reaching state sMCDP
t . Also, C = CT . To

determine the expected throughput loss per time slot, assume all
decisions of the real-time scheduling by the CBS are the same
as the NRT algorithm, except the channel scheduling at time t.
The throughput loss per time slot of this CRN scheduling is

lt =RNRT (st , it...T −1)−R
(
st

it→ NRT(st+1 , it+1...T −1)
)

.

(32)
Here, it...T −1 is a realization of random variables ξt...T −1 , ob-
tained by sampling. The expected throughput loss per time slot
of st+1 is

Lt (st , it , st+1) = Lt1 (st , it) + Lt2 (st , it , st+1)

= E
ξt + 1 , . . . , T −1

[
R(Ct)−R(Ct+1)

]

= E

[

RNRT (st , it : ξt+1...T −1 , st+1)

−R
(
st

it→ NRT (st+1 , ξt+1...T −1)
) ]

. (33)

This loss is due to having different sampling sets. For all sample
sets representing the future, the overall MTM MCDP channel
schedule by the CBS is st+1 , whereas, due to averaging, for a
single sample set, it may differ from st+1 . This deviation causes
throughput loss as

Lt1(st , it) = E
ξt + 1 . . . T −1

[

R (NRT (st , it : ξt+1...T −1))
]

−max
s∗t + 1

E
ξt + 1 , . . . T −1

[

R
(
st→NRT

(
s∗t+1 , ξt+1...T −1

))

︸ ︷︷ ︸
replaced by empirical averaging

]

.

(34)

However, MTM scheduling returns st+1 instead of the most
optimal theoretical value of s∗t+1 in (34), due to calculating the
empirical average using m sample sets instead of the second

term in (34). This causes additional throughput loss, defined as

Lt2 (st , it , si+1)

= max
s∗t + 1

E
ξt + 1 . . . T −1

[

R
(
st

it→ NRT
(
s∗t+1 , ξt+1...T −1

))
]

−max
s∗t + 1

E
ξt + 1 . . . T −1

[

R
(
st

it→ NRT (st+1 , ξt+1...T −1)
) ]

.

(35)

The MTM MCDP scheduling takes the empirical average of
the total throughput for m sample sets i1t+1...T −1 , . . . , i

m
t+1...T −1

1
m

m∑

k=1

R
(
s

i→ NRT
(
s̆, ξk

t+1...T −1
))

(36)

and returns a random variable sMCDP corresponding to the new
state of the CR white space usage, such that

sMCDP = arg max
s̆

1
m

m∑

k=1

R
(
s

i→ NRT
(
s̆, ξk

t+1...T −1
))

.

(37)
Consider a state s∗ such that Lt2(s, i, s∗) = 0. According to the
definition of the throughput loss Lt2 and the optimality of s∗

Lt2 = E
[

R(s→ NRT(s∗, ξt+1...T −1))
]

− E
[

R(s→ NRT(s̆, ξt+1...T −1))
]

(38)

When MTM selects the suboptimal state s̆ instead of s∗, the
selection must have been due to

1
m

m∑

k=1

R
(
s

i→ NRT
(
s̆, ξk

t+1...T −1
))

≥ 1
m

m∑

k=1

R
(
s

i→ NRT
(
s∗, ξk

t+1...T −1
))

. (39)

Therefore, as shown in (40) at the bottom of this page, the
throughput loss Lt2 is equal to the term in (40) minus a positive
value. Hence, it is upper bounded by Z in (40).

Additionally, the term

1
m

m∑

k=1

R
(
s

i→ NRT
(
s̆, ξk

t+1...T −1
))

− 1
m

m∑

k=1

R
(
s∗

i→ NRT
(
s̆, ξk

t+1...T −1
))

(41)

Z =
1
m

m∑

k=1

R
(
s

i→ NRT
(
s̆, ξk

t+1...T −1
))
− 1

m

m∑

k=1

R
(
s∗

i→ NRT
(
s̆, ξk

t+1...T −1
))

︸ ︷︷ ︸
≥0

− E
ξt + 1 . . . T −1

R
(
s

i→ NRT (s̆, ξt+1...T −1)
)

+ E
ξt + 1 . . . T −1

R
(
s

i→ NRT(s∗, ξt+1...T −1)
)

︸ ︷︷ ︸
Lt 2

(40)
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in (40) is the average of m independent identically distributed
random variables [27]. Denote the variance of each such random
variable by σ2 . The expected value of each random variable is

E
ξt + 1 . . . T −1

[

R (s→ NRT (s̆, ξt+1...T −1))
]

− E
ξt + 1 . . . T −1

[

R(s→ NRT(s∗, ξt+1,...T −1))
]

(42)

By the central limit theorem,
√

mZ
σ has standard normal proba-

bility density function N (0, 1). By definition of the expectation

E
sM C D P

[
Lt2 (s, i, s̆)

]
=

∑

s̆

Lt2 (s, i, s̆) P
(
sMCDP = s̆

)
.

(43)
As a result, the expected value of Lt2 is upper bounded by

E
sM C D P

[
Lt2

]
=

∑

s̆

Lt2 (s, i, s̆) P
(
sMCDP = s̆

)

(a)
≤

∑

s̆

Lt2 (s, i, s̆) P (Lt2 (s, i, s̆) ≤ Z)

(b)
≤

∑

s̆

Lt2 (s, i, s̆) exp

(
−mLt2 (s, i, s̆)2

2σ2

)

(44)

The inequality (a) results from L2 being upper bounded by Z,
due to (39) and (40), i.e.,

P
(
sMCDP = s̆

)
≤ P (Lt2 (s, i, s̆) ≤ Z) . (45)

Inequality (b) is a result of the Chernoff bound for the standard
normal random variable

P (Lt2 (s, i, s̆) ≤ Z) ≤ exp
(
−mL2

t2 (s, i, s̆)
2σ2

)

. (46)

The next goal is to bound the total throughput loss. The ex-
pected value of the difference between C0 , as defined by (30),
and the chain in (31) is the total mean throughput loss of real-
time MTM MCDP scheduling. This value is compared with the
NRT delayed scheduling with perfectly known information over
the horizon

E
C

[R(C0)−R(C )] =
T −1∑

t=0

E
[

Lt

(
sMCDP

t , ξt , s
MCDP
t+1

)
]

(47)

The total throughput loss per time slot is the summation of
Lt1 and Lt2 . Hence,

E
[
Lt(st , ξt , s

MCDP
t+1 )

]
=E

[
Lt1(st , it)+Lt2

(
st , ξt , s

MCDP
t+1

)]
.

(48)
Consider the case when

Lt1 ≤ ε (49)

where Lt1 (st , it) is defined in (34). Then

E
[

Lt(st , ξt , s
MCDP
t+1 )

]

≤ ε + E
[

Lt2(st , ξt , s
MCDP
t+1 )

]

. (50)

Using (44)

E
[
Lt

(
st , ξt , s

MCDP
t+1

)]

≤ ε + E
st ,ξt

[∑
Lt2 (st , ξt , s̆) exp

(
−mL2

t2

2σ2

)]

(51)

and using (47)

E
C

[

R(C0)−R(C )
]

(52)

=
T −1∑

t=0

E
[

Lt (st , ωt , st+1)
]

≤
T −1∑

t=0

(

ε + max
s,i

∑

s̆

Lt2 (s, i, s̆) exp

(
−mLt2 (s, i, s̆)2

2σ2

))

≤ T
(

ε + max
∑
Lt2 (s, i, s̆) exp

(
−mL2

t2 (s, i, s̆)
2σ2

))

.

The aforementioned equation shows that there is an upper
bound on the total throughput loss over all time slots of the
deployed CRN scheduling method. Specially, by taking more
samples, within the restricted scheduling time, the throughput
performance can approach that of NRT scheduling, for which
all information is already disclosed.

VII. COMPUTATIONAL COMPLEXITY OF MTM AND

TLM SCHEMES

Equation (17) provides insight into the complexity of MTM
and TLM. When the number of samples in each step is
Ω(ln (T |D|)), the expected value of the throughput loss of
MTM will be O (1) if the standard deviation σt of the through-
put loss is O (1). Here, Ω is the big-Ω notation for the asymp-
totic lower bound. Furthermore, since the total number of CR
resource allocation demands is |D| and since MTM consid-
ers each CR demand versus every sample set, Ω(ln (T |D|))
number of samples means the number of NRT calculations
is Ω(|D| ln (T |D|)) [26]. As mentioned before, TLM is |D|
times faster than MTM because TLM does not consider every
CR demand versus every set of samples. As such, TLM gives
an approximation to the most optimal answer. To gain insight
into how TLM performs in comparison with MTM, assume that
TLM approximates the most optimal answer by a constant c.
In other words, although the throughput of the NRT solution
is higher than any approximation, the product of the approxi-
mated throughput R̂ and the constant c becomes greater than
the throughput of the NRT solution

c ≥ RNRT

R̂
. (53)

Note that from (17), if the standard deviation σt of the through-
put loss is O (1), the difference between the expected approx-
imated throughput of NRT scheduling and TLM scheduling is
less than O(1). This means that the expected throughput of the
NRT solution is 1 + O (1) times the expected throughput of the
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Fig. 3. Ratio of the average SNR (∝ rate) of TLM scheduling, MTM, and
CSMA.

TLM scheduling

R̂ = (1 + O (1)) RTLM . (54)

Multiplying both sides of (54) by c and inserting into (53) [26]
gives

c (1 + O (1)) ≥ RNRT

RTLM
. (55)

In other words, the ratio of the total throughput of the NRT
scheduling (with perfect knowledge of all requests) to the
throughput of the real-time TLM method is not more than
c (1 + O (1)), which indicates acceptable performance of TLM.

VIII. NUMERICAL EVALUATIONS

Simulations are performed in MATLAB for a number of CRs
that contend over time slots. In each time slot, there are some
CRs available to be scheduled. The demands of CRs for chan-
nel allocation are evaluated based on their SNRs, which are
proportional to the data rate over the channel. At the begin-
ning of each time slot, each CR n, n ∈ N is either handing
off to a new channel or not, depending on the PU activity.
More specifically, in each time slot, the PU either returns to the
band or does not. The former causes the CR to evacuate and
demand a new schedule. Therefore, without loss of generality,
from the viewpoint of the CBS, at the beginning of each time
frame, the scheduling demands of CRs can, for example, follow
a Bernoulli distribution [14]–[17]. Furthermore, since Poisson
distribution can represent arrivals within a time window, an-
other viewpoint is to model the arrival and departure of users
over a band as a Poisson process [29]. Assuming normalized
noise over Rayleigh channels, the SNR of CR n over a channel
originates from an exponential distribution. Accordingly, the
CBS generates future demands of CRs by sampling. Then, for
each sample, an exponential distribution is sampled to represent
the SNR of a particular CR. The CBS selects the current de-
mand that maximizes the objective function. SNRs of CRs are
generated by samples of an exponential distribution with mean
varying within the range of 5–20 dB. The CBS can, for instance,
estimate the parameters for the distributions from statistics of
previous observations. Fig. 3 shows the overall SNR (propor-
tional to rate) ratio of MTM scheduling compared with CSMA
over a horizon of 30 time slots for 12 CRs. At each time point,

Fig. 4. SNR (proportional to rate) per time slot of the proposed TLM and
MTM scheduling methods compared with that of CSMA.

Fig. 5. SNR in dB (∝ rate) averaged over all time slots versus the number of
sample sets or time available to the CBS for scheduling decisions.

random numbers of CRs contend for the channel. This ratio is
almost 54% to 31% to 15% for TLM, MTM, and CSMA, re-
spectively. This ratio is obtained for the same scheduling time
available to the CBS for both MTM and TLM methods.

Fig. 4 shows a comparison of SNR (proportional to the data
rate) per time slot of the proposed TLM and MTM and CSMA.
TLM is the method that yields higher rates considering the
fairness constraint on CRs channel usage. The MTM method
leads to the second best rate and CSMA comes last.

Fig. 5 shows the tradeoff between the speed of CBS in making
a decision and the accuracy of the decision. There are a total of
12 CRs. In each time slot, some CRs contend for the channel. As
the available time for the CBS to make a decision increases, the
CBS can take more samples, and therefore, the accuracy of its
scheduling increases. Accordingly, with increasing the number
of sample sets, from 14 to 71 to make a scheduling decision
in each time slot, the overall SNR (proportional to the rate)
averaged over all time slots increases from approximately 9 to
15 dB. This result is in accordance with the upper bound derived
in (17), which indicates that the throughput loss decreases as the
number of samples increases.

Fig. 6 compares the speed of CBS while performing TLM and
MTM channel allocation methods. As Fig. 6 shows, the slope
of the number of samples versus scheduling time is greater for
TLM than that of the MTM method. Using TLM, the CBS
can take more number of sample sets into account than MTM
during almost the same time interval. Accordingly, TLM is more
accurate for finding the optimal CR. Fig. 7 compares TLM and
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Fig. 6. Number of samples in MTM and TLM available to the CBS for a
scheduling decision versus scheduling time

Fig. 7. Average SNR (∝ data rate) per time slot versus total number of CRs
for TLM and MTM multiple access schemes.

Fig. 8. Comparison of the calculated throughput loss per time slot for MTM
with the upper bound of (17).

MTM in terms of the average SNR per time slot (proportional
to the data rate) for TLM and MTM as the total number of CRs
contending for spectrum holes in 30 time slots varies. The SNR
of the CRs originates from an exponential probability density
function with a mean of 10 dB. As Fig. 7 indicates, TLM yields
higher rates than MTM by more optimal channel scheduling.
Fig. 8 compares the throughput loss of MTM with the upper
bound in (17).

Fig. 9 shows that the proposed scheduling methods outper-
form [19] in terms of overall rate. In [19], as long as a CR
sends the spectrum sensing results, it is guaranteed to receive a
channel, regardless of its SNR over that channel and fairness in
scheduling. The reason is that the scheduling in [19] does not
seek to select and schedule the CR with the maximum rate over
a channel; rather it schedules CRs by their index. They assume
the CRs are ordered in ascending order, based on CRs indices,

Fig. 9. Comparison of SNR (∝ rate) for MTM and TLM with the scheduling
scheme presented in [19].

Fig. 10. Average SNR (∝ rate) for TLM versus the number of CRs for various
probabilities of misdetection of PU (Pm )

and a CR with a lower index has priority for scheduling. In other
words, if the index of a particular CR is lower, than CR can select
a channel, even though the transmission of another CR might
be of higher quality over that particular channel. Nevertheless,
the advantage of the scheme presented in [19] is the dynamic
selection of the common control channel.

Fig. 10 depicts the average performance of the CRN for var-
ious numbers of total CRs in the CRN, considering different
probabilities of misdetecting PU activities. Higher probabilities
of misdetection result in higher losses of CRN rate.

IX. CONCLUSION

Real-time multiple access schemes for CRNs are proposed
in this paper. The schemes take into account short-lived idle
primary channels and uncertainty about future primary and sec-
ondary users activities. The CBS allocates bands to CR user
demands as they are revealed over time. To this end, the CBS
makes optimal scheduling decisions based on past allocations,
present demands, and samples that represent the future. The
proposed methods are benchmarked by comparing the expected
value of the sum throughput with that of NRT MAC.

In the proposed MTM scheduling, the goal of the CBS is to
schedule a CR in each time slot to maximize the mean through-
put over all time slots. To this end, the CBS evaluates each CR’s
present demand (SNR) against multiple sets of samples repre-
senting future demands. During the available scheduling time,
and after evaluating the SNR (rate) for a number of sample sets,
the CBS schedules the CR at time t with the highest evaluation
score among all sample sets. The premise of the MTM CRN
scheduling is to take samples of CRs scheduling demands in
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future time slots. In other words, from the viewpoint of the
CBS, CRs scheduling demands of future time slots are random
variables. Therefore, by taking samples from their probability
distributions, the CBS transforms this scheduling problem, with
incrementally revealed CR demands over time, into an NRT
problem with known CR demands. This results in more accu-
rate scheduling decisions. The CBS can take several sets of
samples representing realizations of future CR demands. The
CBS then calculates the overall throughput for each set of sam-
ples considering past scheduling decisions. The CBS schedules
the CRs in present time slot t that maximize the expected value
(mean) of throughput over all sample sets. When the number
of CR demands is large or the available scheduling time is rel-
atively short, the CBS switches to the TLM method for MAC.
Using TLM, the CBS finds the optimal schedule by minimizing
throughput loss. TLM estimates the throughput loss of a CR de-
mand at time t using generated future sample sets. This allows
TLM to be able to evaluate more sample sets than MTM within
the available time. The CR with minimum total throughput loss
over all generated sample sets receives the channel in TLM.

The tradeoffs between the available scheduling decision time
and throughput loss are also discussed. The throughput losses
of the proposed schemes are analyzed, and performance bounds
are derived based on the number of sample sets or equivalently,
the portion of each time slot dedicated to scheduling. The upper
bound gives the optimal number of sample sets for the CBS to
enhance the throughput of the CRN. As such, the CBS can keep
the throughput loss below a certain level.

The efficiency of the proposed scheduling schemes is further
verified by analyzing the computational complexity. In addition,
it is demonstrated that although the proposed TLM scheduling
is real time, its throughput performance is greater than a lower
bounded fraction of the throughput obtained by ideal delayed
NRT scheduling. Besides, Markov chance decision processes
are used to model the radio environment map, i.e., PU activities
and their effects on CR white space state transitions. Finally, up-
per bounds on throughput performance of CRNs are put forward
using the Chernoff bound.
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