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Ⅰ. Introduction

Data Science is a captivating and fast-growing career field. Extracting and analyzing data
to produce meaningful conclusions is an important part of any business. As an aspiring data
analyst graduating in less than a month, I thought it would be very insightful to base my final
project for data mining on job postings specifically for Data Science within the US. This way, I
can examine what companies believe are the most important qualities in candidates looking to
break into Data Science and it could help me on my job hunt when I graduate. By training
models using Random Forest and XGBoost on data linking data scientists’ salaries, seniority,
skill-set, and more I hope to uncover the most important determinants of a data scientist’s salary.
Moreover, I use Text Mining to provide job-seekers in the field with more information on which
companies and locations they should look into.

ⅠⅠ. Background

Data science has evolved rapidly, advancing from a niche field combining machine
learning and statistics, to a broad, cross-disciplinary area with applications across every industry.
The ability to collect and analyze massive amounts of data has enabled new discoveries and
insights that were not possible before. Using data science techniques, businesses gain a huge
competitive advantage because these techniques allow them to optimize key metrics and improve
critical decision making. Because the field is evolving rapidly, the demand for data science jobs
has grown tremendously in recent years, and is expected to continue increasing for the
foreseeable future.

As the volume of data in the world continues to grow, so does the need for people who
can analyze it. The strong demand and the inability to meet demand has led to rising salaries
within the data science field. With fierce competition for these coveted and well-paying jobs, it is
crucial for candidates to go above and beyond in their skillset. This skill set includes, but is not
limited to: fluency in one or more programming languages, Machine Learning, statistics,
problem-solving, data visualization and data mining.
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ⅠⅠⅠ. Data Description

My dataset was pulled from Kaggle, containing 2084 rows and 23 columns. Some of the
variables included were company rating, job type, and seniority level with the response variable
being salary estimate. Since there were many columns of the string type, I decided to split my
dataset in two; one with the numeric variables to implement my machine learning techniques and
the other with the strings to utilize text mining on. After importing the data I omitted a few
columns such as company sector and company size just because I felt the other predictors
might’ve held more importance. I saw there were a few NA values, so I omitted them, leaving
me with about 1300 observations to work with. I then built my random forest and XGBoost
models with the following as predictors: hourly, seniority, company_age, python_yn, spark_yn,
azure_yn, aws_yn, excel_yn, machine_learning_yn, description length, job_simpl and rating.

ⅠV. Results

After building my random forest model in R and adjusting the parameters accordingly, I
achieved prediction accuracies of 46%, 65%, and 78% within 10, 15 and 20 percent of the testing
data respectively. With Python, I reached accuracies of 82%, 87% and 89% respectively, which
was exponentially better than in R. With XGBoost, I was able to increase the prediction
accuracies in R to 81%, 85% and 89% respectively with 10, 15, and 20 percent of the testing set.
This was a huge, yet expected improvement since XGBoost is known to boost a model’s
accuracy and enhance its performance. In Python, the accuracies came out to 84%, 88% and 91%
after implementing XGBoost, improving the model even more than before.

Once the models were built and the accuracies were calculated, I explored the variable
importance within each model. For my Random Forest model in R, the top 5 variables having the
most significant impact were company age, job_simpl which refers to job type, job description
length, company rating, and seniority. The only predictor I was a bit stunned to see in the top 5
was job description, however after taking some time to rationalize it, I discovered that it makes
sense. If a company is willing to pay a lot for a data scientist, they will be specific in what they
want and therefore, they will write a lengthier, detailed job description for the ideal candidate.
In Python, the variable importance was the same for the most part, with just a slight difference in
order. For XGBoost in R and Python, the variables in the top 5 stayed the same as well, with a
slight variation in order.

After my models were built, I created another dataset containing all the columns with
strings from the original dataset. I pulled the following variables: Company, Location, Job
Description, Job Type, and Salary Estimate. Using this new dataset, I filtered the data to only
include a high salary estimate, which I defined as $90,000 and above. My goal here was to
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discover what companies and locations had the most data science jobs paying a high salary so
aspiring students in the field could have leads on which companies to look into if they want a
high paying job in data science. I also analyzed the job descriptions to see if any words stood out
in terms of specific skills and/or qualities companies are looking for, especially for a high paying
job in data science. Below are the visuals I created after implementing text mining.

V. Conclusion

Overall, when building machine learning models to predict data science salaries, it is
highly recommended to use Python over R, since Python produced the highest prediction
accuracies for both the Random Forest and XGBoost models. I also discovered company age is
the most important feature in both languages and models. This makes sense since a company that
is older will have had more time to build a reputation for itself, gain more experience in the
industry, and generate a revenue more so than a startup. Therefore it is highly likely an older
company will pay their data scientists more generously as well. The type of job, description
length, company rating and seniority were also some of the most important features across both
models and languages, so it is important to consider these aspects when looking for a high
paying job in this field.

I learned through the implementation of text mining that the company with the most data
science related jobs paying a high salary is Tiktok, which does not come as a surprise given they
are a well-known social media platform always in need of data engineers and scientists. The
location with the most jobs paying a high salary for data science is Remote, meaning you don’t
actually have to leave your home in order to find a well paying job in the field. Given the events
over the past few years, this makes sense as more and more companies are letting people work
from the comfort of their home rather than come into the office everyday. With all the
discoveries I’ve made through this project, I have unlocked valuable information that I will be
able to keep in mind when job hunting in the future, and I hope my findings prove useful to other
aspiring data scientists in the future.
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VⅠ. Appendix

A. Random Forest
(a) R Code

Figures 1 & 2: R Code for Random Forest Model
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(b) R Output

Figure 3: R Output for Random Forest Variable Importance

Figure 4: R Output for Random Forest Variable Importance and prediction accuracies within 10, 15 and 20 percent
of the testing data.
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(c) Python Code

Figure 5: Python Code for Random Forest Model

(d) Python Output

Figure 6: Python Output of Loss Reduction and prediction accuracies within 10, 15, and 20 percent of the
testing data.
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Figure 7: Python graph of the variable importance for Random Forest model

B. XGBoost Model

(a) R Code

Figure 8: R Code for XGBoost model
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(b) R Output

Figure 9: R graph of the variable importance for XGBoost model

(c) Python Code

Figure 10: Python code for XGBoost model
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(d)Python Output

Figure 11: Python graph of the variable importance for Gradient Boosting model

C. Text Mining

(a) R Code
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Figure 12-15: R code for Text Mining
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(b) R Output

Figure 16: Bar Graph of top companies with the most jobs paying above $90,000 for a data scientist.

Figure 17: Bar Graph of top companies with the most jobs paying above $90,000 for a Machine Learning Engineer
.
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Figure 18: Bar Graph of top companies with the most jobs paying above $90,000 for a Data Analyst.

Figure 19: Bar Graph of top companies with the most jobs paying above $90,000 for a Data Engineer.
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Figure 20: Word Cloud of companies with jobs paying $90,000 and above for data science positions

Figure 21: Word Cloud of locations with jobs paying $90,000 and above for data science positions
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Figure 22: Word Cloud of keywords from job descriptions with jobs paying $90,000 and above for data science
positions
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