
Pattern Recognition and Geometric Data Analysis 



 Classify Images of Cats and Dogs  
 

 Method: 
 Averaging and Laplacian Filters 
 Principle Component Analysis 

 Fisher Linear Discriminant Analysis 



The Laplacian Filter is used for 
edge detection 

The Averaging Filter is used 
to make edges in an image  
smooth 



Principle Component Analysis 
is used for Reduced 
Dimensionality and 
Classification 

Singular Value Decomposition 



LDA (FDA) is used to 
separate classes Expansion Coefficients 
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Image of a Cat from the 
testing set 

Image of the Cat after the 
Laplacian Filter has been used 
and color map has been 
changed 
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Threshold

Dogs

20 30 40 50 60 70 80 90
-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

 

 

Threshold

Cats
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Projection Onto the Real Line

 

 

Threshold

Test ProbeResult of Fischer Linear 
Discriminant Analysis. 
Projection onto an optimal 
vector, w. 



Cats Dogs

Cats 19 0

Dogs 1 18

Table of Confusion 

The method gives a 97% 
classification rate for our data. 
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Misclassified canine 

First eigenface of the cats  

FIDO!!! 



   



 For a new point y, 
find 𝑑 𝑥𝑖 , 𝑦 ,   𝑥𝑖∈ 𝑋  

 Take the K smallest 
values 

 Find the ‘mode’ 

 

 Note: K should be 
odd 

 



 Define a new metric as  

 𝑑𝑛𝑒𝑤 𝑦, 𝑥𝑖 =
𝑑(𝑦,𝑥𝑖)

𝑟𝑖
 

 Where, 𝑟𝑖 = min
𝑌𝑘≠𝑌𝑖

𝑑(𝑥𝑘 , 𝑥𝑖), and 𝑌𝑘 and 𝑌𝑖 represent different 

classes 

 
 This makes the smallest distance between a training 

point and another class 1. 
 

 This is not a “true” metric, since 𝑑 𝑥, 𝑦 ≠ 𝑑 𝑦, 𝑥 , but it 
works 
 

 2007 - Jigang Wang, Predrag Neskovic, Leon N. 
Cooper  

 Brown University - Department of Physics, The Institute for 
Brain and Neural Systems 



 

 Euclidian  𝑑 𝑥, 𝑦 = 𝑥 − 𝑦 (𝑥 − 𝑦)′ 

 

 Cosine 𝑑 𝑥, 𝑦 = 1 − 
𝑥𝑦′

𝑥𝑥′ 𝑦𝑦′
 

 

 Correlation 𝑑 𝑋, 𝑌 = 1 −
(𝑥−𝑥 )(𝑦−𝑦 )′

(𝑥−𝑥 )(𝑥−𝑥 )′ (𝑦−𝑦 )(𝑦−𝑦 )′
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Dimensionality reduced data

 

 

Dogs

Cats



 Best results: 
◦ K=1, Euclidian metric  

 Misclassified 2 dogs as cats 

◦ K=1, Cosine and Correlation metric 

 Misclassified 3 dogs as cats 

 

 Observations: 
◦ As K increased, misclassification increased 

 



   
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 A wavelet is an oscillation with an amplitude 
that starts out at zero, increases and then 
decreases back to zero. 

 Many types of transforms: 
◦ Continuous and Discrete 

◦ Father and Mother (also have children) 

 

 
 Example of a continuous wavelet: 

Hat Wavelet  



 When we perform a wavelet transform on an 
image, we use the 2D Discrete Wavelet. 

 

 

 
L = low-pass 
H = high-pass 





 What is the Haar Wavelet? 
◦ A sequence of rescaled “square-shaped” functions 

which together form a basis 

 

 



 Returning to Cat and Dog images: 
◦ Used one iteration of the Haar Wavelet for edge 

detection on Cat and Dog images 

◦ In order to recover the edges we use: 

 Edges = HL + LH 

 

◦ Results: 

 



Why so serious? 
Georgy Voronoy 



 Tessellation is the process of creating a two-
dimensional plane using the repetition of a 
geometric shape with no overlaps and no 
gaps. 
◦ NOTE: Generalizations to higher dimensions are 

also possible. 

 

 What is a tessellation that occurs in nature? 

 





 Why a tessellation? 

 

 Well, Voronoi Tessellation in 2-dimensions is 
a partitioning of a plane with n points into 
convex polygons such that each polygon 
contains exactly one generating point and 
every point in a given polygon is closer to its 
generating point than to any other. 
◦ This idea can be expanded to n-dimensions 

 

 



 We concatenate each image into column 
vectors. 

 

 How can we represent each image as a point 
in 2-dimensions? 

 

 



 After we take the SVD of the training set 
matrix, we use the two eigenvectors 
corresponding to the two highest 
eigenvalues. 

 
◦ Retains majority of data 

 

◦ Project each concatenated image onto the two 
eigenvectors 

  













 

 Cat Classification: 17 out of 19  
◦ 89.5 % 

 

 Dog Classification: 17 out of 19 
◦ 89.5% 


