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Our Idea
“The placenta is the crystal ball of the baby.”

- Dr. Carolyn Salafia

o Extract and identify features of the placenta

o Extract relevant patient/mother data

o Use above data to train a machine-learning 
system, hopefully to make predictions

of a baby’s future health



Overview
1) Analyze placental attributes

2) Maternal Attribute Clasification

3) Learning Machine System: Weka
“A suite of machine learning software written at the 

University of Waikato”
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Placental Attribute: Heat Map

largest value:
(largest distance from

vessel network) 

Matlab
Output



Placental Attribute: Heat Map

Vessel
Network



Placental Attribute: Heat Map

Vessel
Network



Maternal Attributes

Strength:
•A whole lot of data, 
total of 209 attributes
- mom’s ethnicity
- mom’s height
- mom’s age at pregnancy

start date
- child’s birth weight
- mom’s total weight gain
- # of previous pregnancies
- # of previous live births
- etc.

Weaknesses:
•Too much data

A lot of irrelevant data 
as well as dependent data



Maternal Attributes



Maternal Attributes
The attributes we chose to look at:

• “Reasonable” attributes
• Attributes whose data is “spread out”

• Results from research papers/publications

I. Mother’s total weight gain1

II. Number of previous pregnancies
III. Summary Index # of Prenatal Care Adequacy2

IV. Gestational Days
V. Family’s Poverty Level Index3

1 http://www.telegraph.co.uk/health/healthnews/7926233/Putting-on-too-much-weight-in-pregnancy-risk-babys-health.html
2 http://www.sjph.net.sd/files/vol4i4/SJPH-vol4i4-p403-410.pdf
3 http://www.epi.umn.edu/mch/resources/hg/hg_childpoverty.pdf



Birth Weight & Beta Value
The Importance of Birth Weight:



Birth Weight & Beta Value
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Birth Weight & Beta Value

Kleiber’s Law:

Metabolic rate (q0) is proportional to body mass (M) 
raised to ¾ power

4
3

0 ~ Mq



Learning Machine: Weka

Weka: http://www.cs.waikato.ac.nz/ml/weka/
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Naïve Bayesian Classifier

sing Conditional Probability using Bayes’s Theorem

r words:

ding the Conditional Probabilities



Naïve Bayesian Classifier
) Independence Assumption:

ying:

Normalization constant (1/Z)
is the same for all C,
so we can ignore it

fication Rule



Naïve Bayesian Classifier



Questions?  Comments?


