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BACKGROUND

Institution Background

CSULB is one of the 23 campuses comprising the California State
University system.
CSULB is second only to UCLA as the largest university in
California (≈ 38,000 student population). In the nation, only UCLA
and UC Berkeley received more applications (≈ 74,000
applications received in 2009 AY).
The mission of CSULB is to provide affordable high quality
education and valued baccalaureate and master’s degrees in a
broad range of basic, applied, and professional fields.
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BACKGROUND

Course Background

M247: Introduction to Linear Algebra

Spring 2009
Major #/41
Aero. Eng. 1
Civil Eng. 1
Mech. Eng. 1
Chemistry 2
Elec. Eng. 2
Physics 3
CS 7
Math Ed 7
Math 10
Others1 7

Spring 2010
Major #/33
Chemistry 1
Chem. Eng. 1
Civil Eng. 1
Mech. Eng. 1
Physics 1
Economics 2
Math 2
Math Ed 8
CS 16

1Post-Bac, art, single subject credential, accountancy, undeclared, liberal
studies
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BACKGROUND

Motivations - A Practical Need

The impact of CSULB on the regional economy is estimated to be
of the order of 1 billion annually. More than 2 billion of the earnings
by alumni from CSULB are attributable to their CSU degree.
Long Beach derives its economic security from the aerospace,
harbor, oil, and tourism industries, all of which requires
mathematics in a practical setting.
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BACKGROUND

Motivations - A Request From Interdisciplinary
Partners

When a student is required to take a course outside of the discipline
for his or her major, some effort should be made to help the student
understand why that topic is important for the major. This can make
the difference between a student valuing the course as something
they want to remember and learn more of and one who cannot wait
to sell the textbook after the semester. This becomes even more
important when the course is not a central part of the discipline. —
Dr. Todd Ebert, Associate Professor of CECS at CSULB.
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BACKGROUND

Goal

Unlike calculus and other topics, we do not have data about
failure rates or attrition, analysis of exam questions and
results, or documentation of complaints from faculty who
teach course for which linear algebra is a prerequisite. —
Dubinsky, 1997

Ultimately, we are interested in how students learn and perceive
concepts in linear algebra.
To this end, we adopt a motivation-first, theory-second approach
to stimulate students’ intellectual needs for learning.
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BACKGROUND

Before ...

I thought Linear Algebra would be a VERY difficult course to take.
I thought it was going to be an incredibly challenging class and I
didn’t think I would be able to pass on my first attempt.
I was under the impression that linear algebra was extremely
difficult compared to say Calculus. It didn’t help that people I know
who were math majors struggled with the class as well.
I always thought that it’s a hard class.
I didn’t think linear algebra could go deeper than beyond matrices.

Before taking the class, I didn’t know how many applications of
linear algebra exist.
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EXAMPLES MATRIX MULTIPLICATIONS VS. EDGE DETECTION

Objectives: (1) to understand the physical meaning of matrix
multiplication and what it does to arrays of information. (2) to see that
matrix multiplication is noncommutative.
Let X be the 360× 360 matrix (why?) that represents the image here.

Original Image
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EXAMPLES MATRIX MULTIPLICATIONS VS. EDGE DETECTION

X has integer entries ranging from 0 to 255 (why?) and is of the form

X =


x11 x12 · · · x1,360
x21 x22 · · · x2,360
...

...
. . .

...
x360,1 x360,2 · · · x360,360

 .

Consider another 360× 360 matrix

H =



1 −1 0 0 0 · · · 0 0 0
0 1 −1 0 0 · · · 0 0 0
0 0 1 −1 0 · · · 0 0 0
...

...
...

...
...

. . .
...

...
...

0 0 0 0 0 · · · 1 −1 0
0 0 0 0 0 · · · 0 1 −1
−1 0 0 0 0 · · · 0 0 1


.

We ask: What effect does H have on entries of X? what happens
when we compute HX?
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EXAMPLES MATRIX MULTIPLICATIONS VS. EDGE DETECTION

HX =


1 −1 0 0 · · · 0 0
0 1 −1 0 · · · 0 0
...

...
...

...
. . .

...
...

0 0 0 0 · · · 1 −1
−1 0 0 0 · · · 0 1

 ·


x11 x12 · · · x1,360
x21 x22 · · · x2,360
...

...
. . .

...
x360,1 x360,2 · · · x360,360



=


x11 − x21 x12 − x22 · · · x1,360 − x2,360
x21 − x31 x22 − x32 · · · x2,360 − x3,360

...
...

. . .
...

x360,1 − x11 x360,2 − x12 · · · x360,360 − x1,360

 .

We ask: What’s the result of this product?
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EXAMPLES MATRIX MULTIPLICATIONS VS. EDGE DETECTION

In areas where the pixels in consecutive rows do not change much
in value, the components of HX are pretty close to zero (black).
Whenever there is a boundary along a row, the values of HX will
be large (white), and the larger they are the whiter the resulting
pixel.
So left multiplying by H can be thought of as a method for
detecting boundaries along the rows in X (a.k.a. horizontal edge
detector).

Horizontal Edge Detection
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EXAMPLES MATRIX MULTIPLICATIONS VS. EDGE DETECTION

We ask: How do we compute differences along the consecutive
columns of X?
Consider the product XHT :

XHT =


x11 x12 · · · x1,360
x21 x22 · · · x2,360
...

...
. . .

...
x360,1 x360,2 · · · x360,360

 ·



1 0 · · · 0 −1
−1 1 · · · 0 0
0 −1 · · · 0 0
...

...
. . .

...
...

0 0 · · · 0 0
0 0 · · · 1 0
0 0 · · · −1 1



=


x11 − x12 x12 − x13 · · · x1,360 − x11
x21 − x22 x22 − x23 · · · x2,360 − x21

...
...

. . .
...

x360,1 − x360,2 x360,2 − x360,3 · · · x360,360 − x360,1

 .
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EXAMPLES MATRIX MULTIPLICATIONS VS. EDGE DETECTION

Similarly, right multiplying X by HT can be thought of as a method for
detecting boundaries along the columns in X (a.k.a. vertical edge
detector).

Vertical Edge Detection

We ask: (1) What does XH look like? (2) Do you think XY = YX for
any two compatible matrices X and Y in general? (3) How many of
you would love to see a side-by-side comparison now?
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EXAMPLES VECTOR SPACE VS. FACE IMAGES UNDER LIGHTING

Objective: to motivate the axiomatic definition of vector space through
the use of face images under variation of illumination. Ideally students
will see why these properties are needed.

JEN-MEI CHANG (CSU, LONG BEACH) IPLA JANUARY 16, 2010 15 / 29



EXAMPLES VECTOR SPACE VS. FACE IMAGES UNDER LIGHTING

For u, v , w ∈ V , c, d ∈ R. Denote

u v w
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EXAMPLES VECTOR SPACE VS. FACE IMAGES UNDER LIGHTING

VS - u + v ∈ V

Property 1: sum of any two images of the same person under two
(possibly different) lighting conditions is again a face image of the
same person under some lighting condition.

u + v
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EXAMPLES VECTOR SPACE VS. FACE IMAGES UNDER LIGHTING

VS - u + v = v + u

Property 2: sum of any two images of the same person under two
(possibly different) lighting conditions is independent of the order of
addition.

u + v v + u
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EXAMPLES VECTOR SPACE VS. FACE IMAGES UNDER LIGHTING

VS - (u + v) + w = u + (v + w)

Property 3: sum of any three images of the same person under three
(possibly different) lighting conditions, taken two at a time, is
independent of the order.

(u + v ) + w u + (v + w)
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EXAMPLES ORTHOGONAL PROJECTION VS. NOVELTY FILTER

Objective: to understand the mathematical meaning and practical
usage of the equation

y = ŷ + z, where ŷ =
yT u1

uT
1 u1

u1 + · · ·+
yT up

uT
p up

up.

ŷ is called the orthogonal projection of y unto W with orthogonal basis
{u1, · · · , up} and z ∈W⊥ is called the residual of the projection.
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EXAMPLES ORTHOGONAL PROJECTION VS. NOVELTY FILTER

Imagine the following 5× 4 arrays of black squares in R20 (why?) with

v1 = v2 = v3 =

y =

We ask: How is y different from the space spanned by v1, v2, and v3?
i.e., what is the novelty (or residue) when you orthogonally project y
onto W = span{v1, v2, v3}?
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EXAMPLES ORTHOGONAL PROJECTION VS. NOVELTY FILTER

Step 1: find an orthogonal basis for W = span{v1, v2, v3}, call it
{u1, u2, u3} (why?).
Step 2: find the orthogonal projection of y onto each Wi = span{ui} for
each i , denoted by ŷi . The result of the projections is shown below.

ŷ1 = ŷ2 = ŷ3 =

where ŷi =
yT ui

uT
i ui

ui for each i = 1, 2, 3 (what does each ŷi mean?).

And ŷ = ŷ1 + ŷ2 + ŷ3. (why?)
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EXAMPLES ORTHOGONAL PROJECTION VS. NOVELTY FILTER

We can then write y as a sum of orthogonal vectors, one in W and one
in the orthogonal complement of W, W⊥, i.e., y = ŷ + z, where ŷ ∈W
and z ∈W⊥ (why and when can we do that?). See below for this
graphical result.

y = ŷ + z

Result: the three vertical squares in the second column of y appears to
be different (novel) from the space W, hence cannot be generated
from ANY linear combination of vectors in W.
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EVALUATION

Poster Projects by Students

Matrix operations: encoding and decoding secret messages with
Hill Ciphers; applications to airline flights; relationships between
individuals in a group.
System of equations: constructing a nutritious diet plan for my
kittens; games of strategy; constructing curves and surfaces
through specified points.
Linear transformations: applications in computer graphics;
image compression; fractal.
Eigenvalue and eigenvectors: matrix diagonalization and
Fibonacci numbers; biological molecules: PCA Analysis of
holo-Myoglobin; modeling physical systems: coupled differential
equations.

Posters available on website:
http://www.csulb.edu/∼jchang9/m247studentPosterProjs.htm
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EVALUATION

I actually found the poster project to be the most entertaining
and useful assignment I had all semester. You gave us
creativity and encouraged us to stretch ourselves in the
mathematics field.

Constructing a Nutritious Diet Plan for my
Kittens

Amber LeeIntroduction:
In the initial period of rapid

growth, kittens will put on
weight steadily, gaining about
15 grams or ½ oz. a day.  This
means that their nutritional
needs are constantly increasing.
However, to avoid food
addiction of one kind of food,
variety or combination needs to
be included in their diet.  For
this example, I have chosen
KMR (kitten milk replacer),
Gerber baby food (beef flavor),
and Science Diet kitten hard
food as my combination for
daily food.  I want to find a
combination of the three where
the total consumption will meet
the daily nutritional
requirements for my kitten’s
diet.

Method:
A way to keep track of how

much a kitten needs daily is to
organize the components and the
types of food into a rectangular
array, a matrix.  By using this
linear algebra essential, we can
“easily” compute the amount of
each nutrition component that is
needed daily for the fast-growing
kitten.  First, let’s introduce our
kittens that we will be observing
for this diet plan.

Meet Sunny and Cher!
Research and
Experiment:

Let’s take a look at Sunny’s
weight.  Currently, he weighs 12
ox or about 340.2 grams (Note: 1
oz. = 28.35 grams).  The 6 basic
nutritional components Sunny
and all other cats will need are
protein, fat, carbohydrates,
minerals, vitamins, and water.

For water, 50-70 ml
per kg of a cat’s body
weight is required.  Since
the density of water is 1
gram per 1 ml, we know
Sunny needs 50-70 grams
of water for every 1000
grams that he weighs.
Well if Sunny only weighs
about 340 grams, then he
only needs at maximum
23.8 grams of water.  For
carbohydrates, 30% of the
kittens diet is required.
For protein, it’s 40% and
for fats it’s 25%.

Vitamins and minerals are
important, however only a
small amount of less than 5%
is needed.  The matrix I have
created includes the three
food types I want to feed
Sunny plus three of the six
components which are water,
fat, and protein
(carbohydrates are counted
for in the fat).

Results:
In the matrix with all three

food types, a negative number is
revealed when the matrix is
augmented.  Actually there were
many trials where a negative
number showed up.  When
excluding KMR, any of the two
combinations of the nutrition
components resulted in positive
numbers.  It seems a negative
scalar appears in order to make
the combination equal to the
daily required amount (not under
and not over).

Conclusion:
 These results mean that

combinations of the three
foods EXCEED the daily
requirement of each of the
nutrition components.  My
failed attempt to show a
nonnegative answer proved to
me that is really difficult to
even create this type of
equation realistically.  This
does not mean that by feeding
them all three of the food
types, my kittens are lacking
the proper nutrients; it actually
revealed to me that I may be
overfeeding my kittens.  Each
of the food is so high in
nutrients that it would, in fact,
be difficult to not exceed the
daily requirements of one or
more nutrient when fed all
three food types.

23.82.722.524.6Water
6.386.31.51.35Fat
10.2111.13.382.25Protein

Sunny’s Daily
Needs

DryBabyKMRNutrient

~…~

0.871100
 -1.075010
1.885001

23.82.722.5Water
10.2111.13.38Protein

Sunny’s
Daily
Needs

DryBabyNutrient

~…~
0.62010
0.98301

Acknowledgments:
The Big Book of Cats by Michael Wright and Sally Walters

Complete Cat Care Manual by Andrew Edney, B.V.M.

Linear Algebra and its Applications by David C. Lay
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STUDENT FEEDBACKS

After ...

Over time I have started to see that it is less difficult than I
originally thought.
I am to be getting a good enough grade to pass the class without
fear of failing.
My overall perception of it has changed though ... I just felt like I
was eased into it ...
Now that I’m taking it for the second time I understand more about
the abstract side of it.
I was clearly proved wrong.
Now I am even looking forward to doing the PowerPoint
presentation.
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STUDENT FEEDBACKS

How much did you like the application aspect of
the course?
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STUDENT FEEDBACKS

How useful have you found Linear Algebra to be in
your other courses?
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CHALLENGES AND FUTURE WORK

Building a learning community on campus. (lesson study for linear
algebra)

I think the image processing examples used in class are
helpful, but only for certain concepts. I would personally
like to see examples from other disciplines. A variety of
examples prevents one from developing too narrow a
context.

Experiment with MATLAB programming.
I think it would help us learn the difficult concepts better
by having a computer/numerical component because we
would literally apply matrices to real-life applications.
That would be beneficial as well as interesting. As long
as it is done in class because if it is an added
assignment outside of the class it would just be
inconvenient and painful for busy college students.

Questions?
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