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ABSTRACT

In recent years, contextual advertising has been widely applied to text-based web advertising. Because contextual advertising relies on text to determine the advertising context, it cannot be applied to multimedia advertisements that have no text. Therefore, this paper proposes an annotation-based contextual advertising method for matching multimedia advertisements and web pages. In the proposed method, a term vector represents a web page and an advertisement is represented by a small set of keyword tags that are either annotated by experts or extracted automatically from the text of the advertisement. This study then developed a matching mechanism for computing the similarity between a web vector and the advertisement tags. Experiments and evaluations were performed for demonstrating the performance of the proposed method. The results showed that the proposed method demonstrated a more favorable performance than traditional advertising methods.
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1. Introduction

Web advertising has recently become one of the most commonly used marketing channels. Mu and Galletta reported that web advertising is one of the top three advertising mediums worldwide [2007]. Contextual advertising [Anagnostopoulous et al. 2007; Broder et al., 2007; Ciaramita et al., 2008] is one of the major approaches to text-based web advertising; contextual advertising is a form of targeted advertising in which the content of an advertisement is directly correlated to the content of the web page a user is viewing. An example includes a user visiting a website concerning traveling in Asia and then seeing an advertisement pop-up offering a special price on a flight to Taiwan. Contextual advertising is also called “In-Text” advertising or “In-Context” technology. The essence of this technique is to place an advertisement on a website on the basis of content similarity between advertisements and web pages. The success of contextual advertising depends on the ability of a system to determine which advertisements are most relevant to the content of a web page.
In the past, two main methods have been used for matching advertisements and web pages, and these are the vector space model and keyword-based model. In the vector space model, the advertisements and pages are represented as term vectors in a vector space, and the matching process is typically based on the similarity or correlation between an advertisement vector and a page vector. In the keyword-based model, the advertisements and pages are represented as a set of phrases or keywords, and the matching process is typically based on crossover between an advertisement keyword set and a page keyword set.

Multimedia advertisements have become increasingly popular because advertisers prefer vivid multimedia content with no text—such as a video, animation, image, or sound—rather than advertisements with long text, which do not draw the attention of users. Traditional approaches to contextual advertising have the following drawbacks when addressing multimedia advertisements.

1. Although the vector space model is suitable for representing web pages, it is not ideal for advertisements; this phenomenon is due to multimedia advertisements having no text. The context of an advertisement cannot be determined without text.
2. The keyword-based model cannot represent web pages efficiently because only a few keywords are selected to represent the page, rather than a full vector. The potential information contained in a web page is not fully used, thus resulting in a decreased performance.

A research question arising immediately is whether a new model that is suitable for contextual advertising with multimedia advertisements can be developed. Therefore, this study combined the strengths of both the vector space and keyword-based models to develop a new model for multimedia advertisements; in other words, we represented web pages and advertisements by using the vector space and keyword-based models, respectively. Because advertisers understand their advertisements clearly, this study assumed that advertisers assume responsibility for annotating advertisements. Annotating multimedia resources is a commonly used operation in numerous current e-commerce sites, such as Flicker, Twitter, and YouTube; therefore, annotating the advertisements should not be a difficult task for advertisers. The proposed approach comprises the following parts:

1. Multimedia advertisements, such as images or videos, are distinguished by annotating keywords or phrases as tags.
2. Web pages are represented as vectors.
3. A mechanism is proposed to match the advertisement keywords with page vectors.

The proposed approach has the following advantages. (1) The model is simple and easy to use; advertisers can easily annotate their advertisements. (2) The model can determine the context of multimedia advertisements, even without text. (3) The proposed model was developed by combining the strengths of two traditional approaches to contextual advertising.

To increase the capabilities of the proposed model further, we also propose an extended method for extracting representative tags from advertisements containing sufficient text information. By using this extension, the proposed method can be applied to both multimedia-based and text-based advertisements. Advertisers are not required to annotate the advertisements when the advertisements contain text.

In summary, the contributions of this paper are as follows:

1. We propose a new hybrid model to represent web pages and advertisements. The model integrates the vector space and keyword-based models.
2. We designed a new matching mechanism for computing the similarity between an advertisement keyword set and a page vector.
3. We designed a tag-assigning mechanism to annotate advertisements with text automatically.

2. Related Work

In this section, online advertising is reviewed first, and existing approaches for matching web pages and advertisements are subsequently introduced.

2.1. Online Advertising

The Internet has considerably changed the behavior of people because of the tremendous amount of information it contains. Therefore, Internet advertising has become critical for companies. According to the Internet Advertising Revenue Report [IAB, 2011], online advertising revenue increased by 23.2% and reached 14.9 billion in the second quarter of 2011. Early Internet advertising was similar to offline advertising, and users were more likely to remember advertisements that were graphical and less text-based [Plessis, 2005]. HotWired first introduced online advertising, in 1994, in the form of a graphical banner [Chowdhury, 2007]. Athanasiadis and Mitropoulos [2010] proposed a prototype system that provided personalized advertisements on digital interactive televisions via the Internet. Through the adoption of web and search engine technology, methods of online advertising have varied over time.
However, online advertisements are mostly provided through text-based advertising methods, similar to traditional approaches. Two main categories of text-based advertising have been developed: sponsored searches and contextual advertising [Anagnostopoulos et al., 2007; Broder et al., 2007]. In a sponsored search, advertisements are derived from the query on a web search engine and are placed on the web page of the search engine beside the search results [Lin and Hung, 2009; Jansen and Schuster, 2011; Xiao et al., 2009]. In other words, numerous sponsored links are displayed on the right side of the screen in the list returned by the search engine; this is called “sponsored search advertising.” All major web search engines (e.g., Google, Microsoft, and Yahoo! Search) support sponsored advertisements and function simultaneously as a web search and advertisement search engine.

A sponsored search comprises six items [Fain and Pedersen, 2006]: (1) advertiser-provided content: a set of advertiser hyperlinks annotated with keyword tags, titles, and descriptions; (2) advertiser-provided bids that value traffic on specified concepts or keywords; (3) combining a manual and automated review process to ensure that the content of an advertisement is relevant to the target keywords; (4) matching advertisement content to user queries as they are received by the search engine; (5) displaying advertisement content in a specific order alongside other algorithmic (i.e., nonsponsored) search engine content; and (6) gathering data, meter clicks, and charging advertisers based on the number of consumer clicks on their displayed content.

In contextual advertising (or Internet display advertising), however, commercial advertisements are placed on any given web page. In other words, advertisers reach a target Internet audience through a visual or multimedia-based advertisement. Almost all for-profit, nontransactional websites currently rely on advertising revenue to a certain extent. Content matching supports sites ranging from individual bloggers and small niche communities to large publishers, such as major newspapers. The web would be a lot smaller without this model.

Contextual advertising comprises four main entities that interact with each other: the publisher, advertiser, ad-network, and users [Anagnostopoulos et al., 2011; Broder et al., 2007; Niu et al., 2009]. Similarly, Li and Jhang-Li [2009] reported that the four main members are the publishers, advertisers, channel providers, and visitors. Publishers offer advertisements with web page content, thus attracting visitors. Publishers rent space on their web pages in return for revenue; value is typically measured according to the amount of revenue and user retention. Advertisers provide a pool of advertisements for different web pages with the aim of increasing product sales. Users’ interest in the advertisers’ products is increased by viewing attractive advertising.

The ad-network (channel provider) serves as an intermediary between publishers and advertisers; the ad-network places advertisements on websites according to the content of the web page and shares revenue with the publisher. Specifically, an ad-network helps advertisers publish or post their advertisements on appropriate web pages. Most advertisers attempt to reach users who visit the publishers’ websites.

Advertisers target users who surf the Internet; they expect an advertisement to pique a user’s attention and for the user to click on it. In addition, because an advertisement is an online recommendation [Mohanj et al., 2012], it captures user intention and can suggest further information for that user. The publisher earns money through users’ clicks. Publishers use numerous models to create profit [Mahdian and Tomak, 2007; Nazerzadeh et al., 2008]: pay-per-click, where advertisers pay for every click on their advertisements; pay-per-impression, where advertisers are charged for the number of advertisement exposures; and pay-per-action, where advertisers pay for every transaction that leads to a sale.

2.2. Existing Approaches for Matching Pages and Advertisements

There are two main existing approaches for matching an advertisement and a web page: the keyword-based model and vector space model. The keyword-based model extracts phrases from the page and matches them with the bid phrases of the advertisements. Turney [2000] proposed Turney’s GenEx system, one of the most well-known programs for keyword extraction. Carrasco et al. [2003] proposed a clustering method involving bipartite advertiser keyword graphs for suggesting keywords and identifying advertisers’ groups. Yih et al. [2006] proposed a system for training the features and term frequency of keywords to extract keywords from unseen web pages. Jang et al. [2007] established relationships with different keywords in ontologies that comprised two parts: one part was used for keywords and the other part was used for advertisements. They used a Keyword Extraction Module to extract keywords from web pages and advertisements, and subsequently used the Apriori algorithm to determine the relationships among various keywords. Li et al. [2007] attempted to determine language patterns from online content, such as web pages, by using language pattern mining and keyword extraction. Their results showed that the performance of the keyword extraction algorithm they proposed was superior to that of the N-Gram-based method. Liu et al. [2014] also proposed a method for extracting and suggesting keywords. They designed an approach by considering Part-of-Speech (POS) and named-entities tagging. Khan et al., [2009] extracted optimal keywords by performing term frequency and inverse document frequency (tf*idf) on web pages. They also extracted keywords from various parts of the advertisement, and subsequently matched the extracted keywords by using a matching function. After matching, the most relevant advertisement was displayed on the target web page. Liu et al. [2010]
created a text network for a single web page and applied the PageRank algorithm to determine the highest-ranked keywords. Dave and Varma [2010] proposed systems that were designed based on the chunking method. A naive Bayes classifier was used to train the systems through web pages annotated with advertising keywords. The systems subsequently determined keywords from unseen web pages.

The second approach is the vector space model. Ribeiro-Neto et al. [2005] matched web pages and advertisements by using several strategies. They presented the advertisements and pages as vectors in a vector space, and then matched them according to the cosine of the angles between the vectors. Broder et al. [2007] considered topical proximity and discovered that the standard string matching approach could be improved according to the taxonomy of topics. They classified the pages and advertisements through taxonomy, and then calculated the similarity of the pages and advertisements. The taxonomy similarity scores were based on vector cosines, and they reported a 25% improvement for midrange recalls of the vector cosine model. Lee et al. [2013] established a topic taxonomy hierarchy for classifying web pages and advertisements. They also ranked the advertisements according to the topical relevance. Anagnostopoulos et al. [2007] presented Just-in-Time contextual advertising by extracting words and classification features; they then represented them as vectors and calculated the similarity scores between pages and advertisements by using both the words and classification features. For suggesting advertisements more quickly, Anagnostopoulos et al. [2011] proposed a method for summarizing advertisements for further matching. Fan and Chang [2011] used the vector model to evaluate the similarities between web pages and advertisements. They preprocessed the terms on the page and advertisement by using a sentiment detection process, and then matched the terms by using cosine similarity functions. Vargiu et al. [2013] introduced a hybrid method that involves a combination of collaborative filtering and inlink (if the topic of web page a is related to web page b, there is an inlink between pages a and b) information for classifying web pages and suggesting suitable advertisements. Pak and Chung [2010] used Wikipedia for improving the precision of contextual advertising. They used Wikipedia articles, web pages, and advertisements as vectors, and then used cosine similarity to determine the shortest distance among the articles, pages, and advertisements.

According to the foregoing literature review, the vector space model is suitable for matching advertisements with webs if the advertisements contain a high amount of text. This is because the vector space model is an algebraic model for representing text documents as vectors of index terms extracted from data. Therefore, if the advertisements contain a high amount of text, the vector space model can represent advertisements adequately by transforming each advertisement into a corresponding vector of index terms appearing in the advertisement. However, when the advertisements have only a low amount of text, previous studies have relied on the keyword-based model to represent the advertisements. The keyword-based model, however, has the limitation of being unable to represent web pages efficiently because only a few keywords, rather than a full vector, are selected to represent the page; the potential information contained in a web page is not fully utilized, thus resulting in decreased performance.

In summary, the vector space model is not suitable for representing advertisements containing a low amount of text, and the keyword-based model is not ideal for representing web pages containing a high amount of text. These two drawbacks indicate a research gap that can be filled by developing a new model that involves integrating the strengths and simultaneously avoiding the limitations of both models. Therefore, we propose a hybrid model that represents web pages and advertisements by using the vector space and keyword-based models, respectively. In addition, we also developed a new mechanism based on the WordNet lexical database for matching web pages with advertisements, which are represented in separate models. To our knowledge, this is the first study to propose a hybrid method involving a vector space model and keyword-based model for resolving the advertisement matching problem.

3. **Research Design**

As shown in Figure 1, the proposed approach comprises three main phases, and these are (1) the advertisement tag addition phase, (2) vector transforming phase, and (3) similarity matching phase. In the first phase, experts select appropriate keywords as tags and manually add them to advertisements without text. For advertisements containing text, we propose a specific approach for recommending tags (Section 3.3). In the second phase, each web page, which consists of several terms, is represented as a vector (Section 3.1). In the final phase, a vector is generated for each advertisement tag and the tag vectors are subsequently aggregated into a new advertisement vector (Section 3.2). The similarity between an advertisement and a web page can then be calculated through cosine similarity. The three phases are not presented in chronological order. The first phase is presented last because it contains supplementary material regarding how tags can be assigned when advertisements contain text.
3.1. Vector Transforming Phase

The vector transforming phase consists of two main steps: the preprocessing steps and feature selection (Figure 2).

The preprocessing part of the vector transforming phase comprises three steps. First, we extracted terms and keywords through a word segmentation process. Because we used an English-language data set in the experiment, a word is the smallest independent, meaningful element. We used an English lexical analysis tool, the Stanford Log-linear POS Tagger, for extracting terms. This tool reads text and assigns a POS, such as a noun, verb, or adjective, to each word (and other tokens). We used this tool to generate word tokens with POS tags for the content of the web pages [Toutanova and Manning, 2000; Toutanova et al., 2003].

Second, we conducted a stop-word elimination process because not all the word tokens generated by the Stanford Log-linear POS Tagger were meaningful. The stop-words were removed based on an English stop-word list.

Even after removing the stop-words, numerous noise terms remained. Therefore, we used POS tags to determine meaningful candidate terms. Because most documents can be represented by nouns, for reducing the noise, we did not consider adjective and verb terms.

After the preprocessing steps, the second part of the vector transforming phase involved feature selection. Because we used the vector space model to represent web pages, and because there are numerous crucial feature terms, we represented a web page by using a page term set \( \{ t_1, t_2, \ldots, t_n \} \), where \( n \) denotes the number of terms that occur in the web page. A weight \( w_{i,j} \) is assigned to term \( t_i \) in web page \( p_j \) to represent the relevance between \( t_i \) and \( p_j \).

We assigned the weights by using a weighting scheme \( tf_{ij} \times idf_i \).

\[
w_{ij} = tf_{ij} \times idf_i
\]

where \( tf_{ij} \) denotes the normalized frequency of term \( t_i \) in web page \( p_j \). The variable \( idf_i = \log(m/m_i) \) represents the inverse document frequency of term \( t_i \), where \( m \) is the total number of web pages and \( m_i \) denotes the number of web pages containing term \( t_i \).

The web page vectors were obtained after completing this step. Matrix \( W \) records the weight \( w_{i,j} \) for every term \( t_i \) in web page \( p_j \).
3.2. Similarity Matching Phase

In the similarity matching phase, we attempted to calculate the similarity between a web page and an advertisement. Because the advertisement tags are not vectors, the tag keywords must be transformed into vectors that are subsequently aggregated into a new advertisement vector. Finally, the cosine similarity between a web page and the advertisements was calculated for determining relevant advertisements for the web page.

We used a well-known method, WordNet::Similarity on WordNet, for transforming the tags. WordNet is an online lexical reference system, the design of which was inspired by current psycholinguistic theories of human lexical memory [Miller et al., 1990]. English nouns, verbs, and adjectives are organized into synonym sets, with each set representing one underlying lexical concept. Different relations link the synonym sets. WordNet::Similarity is a freely available software package that enables measuring the semantic similarity and relatedness between a pair of concepts (or “synsets”). This software package provides six measures of similarity and three measures of relatedness based on the WordNet lexical database [Pedersen et al., 2004].

Three of the six similarity measures are based on the content of information of the least common subsumer of Concepts A and B. These three measures are res [Resnik, 1995], lin [Lin, 1998], and jcn [Jiang and Conrath, 1997]. The other three similarity measures—ich [Leacock and Chodorow, 1998], wup [Wu and Palmer, 1994], and path—are based on the path lengths between a pair of concepts. Relatedness measures are more general, in that they can be performed across the boundaries of POS, and they are not limited to considering is-a relationships. There are three such measures in the software package: hso [Hirst and St-Onge, 1998], leks [Banerjee and Pedersen, 2003], and vector [Patwardhan, 2003].

The first step in the similarity matching phase (Figure 3) involves generating a vector for each tag associated with an advertisement by using the WordNet::Similarity method. A tag $g_i$ can be related to the term list $t_{1,i}, t_{2,i}, ..., t_{n,i}$ in a web page $p_j$ to various degrees. The new vector $(v_{1,j,i}, ..., v_{n,j,i})$ is an n-dimensional vector that represents the similarity between tag $g_i$ and the term list of page $p_j$.

![Diagram](image_url)

**Figure 3:** Advertisement term vector transformation

For advertisements containing text, tags are automatically assigned through the tag recommending approach. However, for advertisements without text, tags are recommended by experts. A value $g_{w_i}$ is then assigned to tag $g_i$, where the value represents the importance of $g_i$ to the advertisement. Equal values are assigned to the tags if they are unordered. However, if the tags are ordered, higher values are assigned to tags that have a higher priority. The similarity value $v_{k,j,i}$ between tag term $g_i$ and term $t_k$ in web page $p_j$ is calculated using WordNet::Similarity, as follows:

$$v_{k,j,i} = 0 \quad \text{if WordNet::Similarity}(t_k, g_i) \leq \gamma,$$
$$v_{k,j,i} = \text{WordNet::Similarity}(t_k, g_i) \quad \text{otherwise}.$$

Where $\gamma$ denotes a threshold value, and WordNet::Similarity$(t_k, g_i)$ represents the similarity value between term $t_k$ and tag term $g_i$.

The $\text{ratio}_{k,j,i}$ is subsequently obtained by dividing $v_{k,j,i}$ by the sum of $v_{k,j,i}$ over all web pages.

$$\text{ratio}_{k,j,i} = \frac{v_{k,j,i}}{\sum_{k=1}^{n} v_{k,j,i}}$$

Finally, the weight of $g_{w_i}$ was distributed to web page terms $p_j$ according to $\text{ratio}_{k,j,i}$ to obtain $v_{k,j,i}$.

$$v_{k,j,i} = g_{w_i} \times \text{ratio}_{k,j,i}$$
In the following example (Figure 4), a tag $g_i$ can be represented by the vectors of $t_{1,i}$, $t_{2,i}$, and $t_{3,i}$.

![Figure 4: Example of advertisement vector transformation](image)

After transforming every advertisement tag into a vector of terms, we summed all the vectors into a new vector that represents the entire advertisement. The weight $v_{k,j,i}$ of each tag term was summed according to the following formula, as shown in Figure 5.

$$a_{k,j} = \sum_{i=1}^{m} v_{k,j,i}$$

![Figure 5: Advertisement vector aggregation](image)

In the final step of the similarity matching phase, we used the similarity between the new advertisement vector and vector of the web page term list to rank the advertisements (Figure 6). We computed the similarity value between the two vectors by using cosine similarity. A cosine similarity function measures how closely an advertisement is related to a web page $p_j$ on a scale of 0 to 1.
where \( p_i \) denotes the web page, \( ad \) represents the new advertisement vector, \( w_{k,j} \) is the weight of term \( k \) on page \( p_i \), and \( a_{k,j} \) denotes the weight of term \( k \) in \( ad \). A value of zero indicates that the advertisement and web page are completely dissimilar. A higher similarity value indicates a higher correlation between the advertisement and web page. Accordingly, we obtained the top \( r \) recommended advertisements.

3.3 Extracting Tags from Advertisements Containing Text

Some advertisements contain a high amount of text. In these cases, we propose a tag recommending approach to extract automatically crucial keywords and add them to each advertisement as tags.

PageRank is a link analysis algorithm [Wikipedia, 2012] named after Larry Page and used by the Google search engine. This algorithm assigns a numerical weight to each element of a hyperlinked set of documents, such as the World Wide Web, to measure the relative importance of the element within the set. This algorithm can be applied to any collection of entities containing reciprocal quotations and references. The numerical weight that this algorithm assigns to any given element \( E \) is called the PageRank of \( E \) and denoted by \( PR(E) \).

We developed a PageRank-like method for selecting tags from advertisements. The difference between our approach and PageRank is that we considered PageRank scores as well as tf*idf values in determining the highest-ranked keywords. We considered both factors because (1) the tags used to represent an advertisement must have close relationships with other keywords in the advertisement, and (2) the tags must be representative words in the advertisement. Criterion (1) implies the necessity of including PageRank scores [Wikipedia, 2012] and Criterion (2) implies the necessity of including tf*idf values.

In the next step, we defined the text network of a web page. First, we extracted terms from advertisements and calculated the tf*idf weights of each term. We then established the text network by calculating the WordNet::Similarity values among the advertisement terms. The network was denoted Graph = \( \{ V, E, W \} \), where \( V \) represents a set of nodes, \( E \) denotes a collection of edges, and \( W \) is the weights of edges. In addition, node \( V_i \) represents a term in the advertisement with an initial value, edge \( E_{i,j} \) denotes a link connecting two nodes, and weight \( W_{i,j} \), which is defined in the following equation, is the linking score from node \( i \) to node \( j \).

\[
W_{i,j} = \frac{D_{i,j}}{\sum_{i \text{ and } i \neq j} D_{i,j}}
\]

where \( D_{i,j} \) denotes the similarity between \( V_i \) and \( V_j \) determined using WordNet::Similarity, and \( W_{i,j} \) represents the weight of the edge from \( V_i \) to \( V_j \).

The text network was then constructed and the weights between two nodes was calculated. Figure 7 presents an example where weight \( W_{1,5} \) for \( V_1 \) to \( V_5 \) is 0.25.
After creating the text network and edge weights, we used the PageRank algorithm for calculating the PageRank score of vertex $V_i$ as follows:

$$S(V_i) = (1 - d) + d \times \sum_{j \in C(V_i)} \frac{W_{i,j} \times S(V_j)}{N(V_j)}$$

where $V_i$ denotes the $i$-th node of the text network, $S(V_i)$ represents the score of $V_i$ with an initial value, $C(V_i)$ is the set of vertices that have arcs entering $V_i$, $N(V_i)$ denotes the sum of the weights of outbound arcs of $V_i$, $W_{i,j}$ represents the weight of edge $E_{i,j}$, and $d$ is a damping factor that can be set between 0 and 1 (typically set at 0.85).

Subsequently, we applied the PageRank algorithm to the text network iteratively until it converged. We then multiplied the PageRank score of vertex $V_i$ with the $tf*idf$ value of vertex $V_i$ to obtain the relevance of vertex $V_i$:

$$I(V_i) = S(V_i) \times (tf_{i,j} \times idf_i)$$

where $S(V_i)$ denotes the PageRank score of $V_i$, and $(tf_{i,j} \times idf_i)$ represents the $tf*idf$ value of $V_i$ in the $j$-th advertisement. The value $I(V_i)$ indicates the relevance of a term; this is because a term with a high $tf*idf$ value means this term is a crucial and representative word in the advertisement, and a term with a high PageRank value means it is closely related to several terms in the advertisement. In other words, a term with a high importance value is a term that is representative of the advertisement and also closely related to other words in the advertisement. Finally, we recommended the top $k$ vertices that registered higher $I(V_i)$ scores as the advertisement tags.

4. Experiments and Evaluation

We conducted two experiments, Experiment 1 and Experiment 2, for evaluating the proposed approach. The advertisements in Experiment 1 contained text, whereas those in Experiment 2 comprised only images. Accordingly, the tags in Experiment 1 were extracted from the text automatically, whereas those in Experiment 2 were provided by experts. Because advertisements that contained text were used in Experiment 1, we compared the proposed method with the traditional approach, which involves transforming advertisements into term vectors by using the $tf*idf$ formula and then recommending advertisements that demonstrate the highest similarities to the web vector. Because advertisements that did not contain text were used in Experiment 2, we traced those advertisements in our advertisement pool to determine the pages they were linked to; we then collected noun words manually from the titles of these linked pages for each advertisement. In other words, we selected nouns appearing on the linked pages for each advertisement and then used the traditional method for obtaining the most relevant advertisements for each web page. Next, we compared the proposed method with the traditional approach. Multimedia advertisements had no text/information on them; therefore, the only feasible approach involved gathering terms from the title on the out-linked pages as keywords.

During the evaluation stage, we invited 45 users to participate in our experiments. Each user provided satisfaction scores ranging from 1 to 5, with a higher number indicating a higher level of satisfaction.
The satisfaction score indicates the relevance and relatedness between a web page and the suggested advertisements. Because the web pages and advertisements used in the experiments were randomly collected from the Yahoo! News website and Internet, respectively, the degree of satisfaction was not related to the information on the web page or design of the advertisements. If participants perceived that the content of a web page was highly relevant to the content of the advertisements, they expressed satisfaction by providing a high score. However, if the advertisements were unrelated to the current web page, the participants provided a low score.

We subsequently used the statistical tool, paired t tests, to compare the scores of the two approaches and test for significant differences. If significant differences existed, the approach that registered a higher average score was more favorable.

4.1. Experiment 1: Advertisements Containing Text

In Experiment 1, we randomly collected 30 articles from news web pages and 30 advertisements containing text from the Yahoo! website. These web pages are evenly divided into four main categories (Entertainment, Sports, Technology, and Health) with 10 topics, including entertainment movies, entertainment music, entertainment fashion, entertainment books, sports, tech Internet, tech social media, entertainment TV, tech gaming, and health. In the traditional method, the $tf*idf$ formula was used to recommend the top one, three, and five advertisements for each web page. In the proposed method, we also recommended the top one, three, and five advertisements for each web page. Table 1 lists all the parameters and their descriptions.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>D</td>
<td>A damping factor of PageRank that can be set between 0 and 1.</td>
</tr>
<tr>
<td>$S(V_j)$</td>
<td>The score of vertex $V_j$.</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>The threshold value of similarity value between tag and term.</td>
</tr>
<tr>
<td>Lin measure</td>
<td>The basic measure of WordNet::Similarity measures.</td>
</tr>
<tr>
<td>$gw_i$</td>
<td>The importance of $g_i$ for the ad.</td>
</tr>
</tbody>
</table>

We set the damping factor ($d$) of PageRank to 0.85, and the initial score of vertex $S(V_j)$ to 1. We tested the threshold value $\gamma$ iteratively in the experiments, and determined the optimal threshold as 0.75. Because WordNet::Similarity provides six measures of semantic processing, we used the basic measure—the Lin measure—as the WordNet::Similarity measure. We also considered the tags as a term set, meaning the weights of the tags were all the same. Therefore, we set the relevance $gw_i$ value to 1 for all the tags.

During the evaluation stage, the participants provided satisfaction scores regarding the top one, three, and five advertisements recommended by the proposed method and traditional approach, respectively. Table 2 shows the average satisfaction scores for the top one, three, and five recommended advertisements in both approaches (i.e., our_approach and Trad_approach), indicating that the scores for the proposed approach are all higher than those of the traditional $tf*idf$ approach.

<table>
<thead>
<tr>
<th>One Sample Mean</th>
<th>Observation</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Standard error of the mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>our_approach_top1</td>
<td>45</td>
<td>2.8096</td>
<td>0.5419</td>
<td>0.0120</td>
</tr>
<tr>
<td>Trad_approach_top1</td>
<td>45</td>
<td>2.7037</td>
<td>0.6450</td>
<td>0.0143</td>
</tr>
<tr>
<td>our_approach_top3</td>
<td>45</td>
<td>3.0400</td>
<td>0.6674</td>
<td>0.0148</td>
</tr>
<tr>
<td>Trad_approach_top3</td>
<td>45</td>
<td>2.9405</td>
<td>0.6768</td>
<td>0.0150</td>
</tr>
<tr>
<td>our_approach_top5</td>
<td>45</td>
<td>3.0333</td>
<td>0.6073</td>
<td>0.0135</td>
</tr>
<tr>
<td>Trad_approach_top5</td>
<td>45</td>
<td>2.9511</td>
<td>0.6470</td>
<td>0.0144</td>
</tr>
</tbody>
</table>

As shown in Table 3, the $p$ values for the one-tailed and two-tailed paired $t$ tests between the two approaches were less than 0.05. Significant differences were observed between the two approaches (i.e., the proposed method and traditional approach) regarding the top one, three, and five advertisements. Thus, the proposed approach significantly outperformed the traditional approach.
Table 3: Paired t-test between Our Approach and tf*idf Approach

<table>
<thead>
<tr>
<th></th>
<th>Experiment 1</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>our_top1</td>
<td>Trad_top1</td>
<td>our_top3</td>
<td>Trad_top3</td>
<td>our_top5</td>
<td>Trad_top5</td>
</tr>
<tr>
<td>Mean</td>
<td>2.8096</td>
<td>2.7037</td>
<td>3.0400</td>
<td>2.9405</td>
<td>3.0333</td>
<td>2.9511</td>
</tr>
<tr>
<td>Variance</td>
<td>0.2937</td>
<td>0.4160</td>
<td>0.4454</td>
<td>0.4580</td>
<td>0.3688</td>
<td>0.4186</td>
</tr>
<tr>
<td>Observation</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>Degree of freedom</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>44</td>
</tr>
<tr>
<td>t</td>
<td>2.0699</td>
<td>2.4520</td>
<td>2.1571</td>
<td>2.0154</td>
<td>2.0154</td>
<td>2.0154</td>
</tr>
<tr>
<td>p(T≤t) One-tailed</td>
<td>0.0222</td>
<td>0.0091</td>
<td>0.0183</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value: One-tailed</td>
<td>1.6802</td>
<td>1.6802</td>
<td>1.6802</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p(T≤t) Two-tailed</td>
<td>0.0444</td>
<td>0.0182</td>
<td>0.0365</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value: Two-tailed</td>
<td>2.0154</td>
<td>2.0154</td>
<td>2.0154</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Because the scores for the top three recommended advertisements were higher than those for both the top one and top five recommendations (Table 2), we used paired t tests to determine whether the differences between the top one and three, and top three and five advertisements were significant. Table 4 shows the results of the paired t tests of the top three advertisements (and other advertisements) for the proposed method and traditional tf*idf approach. The results indicated that recommending the top three advertisements demonstrated the best result among these three options, implying that providing excessive or insufficient advertisements is not beneficial. For maximizing advertising effects, advertisers must consider how to provide users with the most appropriate amount of information.

Table 4: Paired t-test of two recommended advertisement situations

<table>
<thead>
<tr>
<th></th>
<th>Experiment 1</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>our_top1</td>
<td>our_top3</td>
<td>our_top5</td>
<td>Trad_top1</td>
<td>Trad_top3</td>
<td>Trad_top3</td>
</tr>
<tr>
<td>Mean</td>
<td>2.8096</td>
<td>3.0400</td>
<td>3.0333</td>
<td>2.7037</td>
<td>2.9405</td>
<td>2.9405</td>
</tr>
<tr>
<td>Variance</td>
<td>0.2937</td>
<td>0.4454</td>
<td>0.3688</td>
<td>0.4160</td>
<td>0.4580</td>
<td>0.4580</td>
</tr>
<tr>
<td>Observation</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>Degree of freedom</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>44</td>
</tr>
<tr>
<td>t</td>
<td>-4.2291</td>
<td>0.1592</td>
<td>-4.8501</td>
<td>-0.2128</td>
<td></td>
<td></td>
</tr>
<tr>
<td>p(T≤t) One-tailed</td>
<td>0.0001</td>
<td>0.4371</td>
<td>0.0000</td>
<td>0.4162</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value: One-tailed</td>
<td>1.6802</td>
<td>1.6802</td>
<td>1.6802</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p(T≤t) Two-tailed</td>
<td>0.0001</td>
<td>0.8742</td>
<td>0.0000</td>
<td>0.8325</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value: Two-tailed</td>
<td>2.0154</td>
<td>2.0154</td>
<td>2.0154</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.2. Experiment 2: Advertisements without Text

The same 30 articles collected in Experiment 1 were used in Experiment 2. Moreover, we collected 30 advertisements without text from the Yahoo! portal. Two experts assigned five tags to each advertisement. During the coding process, if the two experts reach a consensus on the selected terms for an advertisement, then the consensual terms represented the advertisement. However, if the two experts have no consensus, then the experts took turns to provide a term to represent the advertisement until they determined and suggested a total of five terms/tags. We used a statistical measure, Cohen’s kappa in R, for estimating the intercoder reliability score of the tagged terms. After the assessment process, we obtained a kappa value of 0.714, thus indicating substantial agreement.

We next used the proposed approach to recommend the top one, three, and five advertisements. In addition, noun keywords discovered by tracing the links of the advertisement were used to apply the traditional vector space model approach, using the tf*idf formula. Therefore, we recommended the top one, three, and five advertisements for each web page as a comparative approach (called traditional approach).

Regarding the parameters, we tested the threshold value γ repeatedly, and determined the optimal threshold as 0.75. Because WordNet::Similarity provides six measures of semantic processing, we used the basic measure, the Lin measure, as the WordNet::Similarity measure. We also considered the tags as a term set, meaning the weights of the tags were all the same. Therefore, we set all the relevance values of the tags to 1.

During the evaluation stage, the invited users provided scores for the top one, three, and five recommended advertisements in the proposed approach as well as the traditional approach. Table 5 shows the average satisfaction
scores for the top one, three, and five recommended advertisements in both approaches, indicating that all scores for the proposed approach are higher than those for the traditional approach.

Table 5: Average satisfaction scores in both approaches (Experiment 2)

<table>
<thead>
<tr>
<th></th>
<th>Observation</th>
<th>Mean</th>
<th>Standard deviation</th>
<th>Standard error of the mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>our_approach_top1</td>
<td>45</td>
<td>2.6696</td>
<td>0.6324</td>
<td>0.0141</td>
</tr>
<tr>
<td>Trad_approach_top1</td>
<td>45</td>
<td>2.5037</td>
<td>0.7131</td>
<td>0.0158</td>
</tr>
<tr>
<td>our_approach_top3</td>
<td>45</td>
<td>2.7089</td>
<td>0.7337</td>
<td>0.0163</td>
</tr>
<tr>
<td>Trad_approach_top3</td>
<td>45</td>
<td>2.3570</td>
<td>0.6950</td>
<td>0.0154</td>
</tr>
<tr>
<td>our_approach_top5</td>
<td>45</td>
<td>2.7333</td>
<td>0.7549</td>
<td>0.0168</td>
</tr>
<tr>
<td>Trad_approach_top5</td>
<td>45</td>
<td>2.3707</td>
<td>0.7094</td>
<td>0.0158</td>
</tr>
</tbody>
</table>

As shown in Table 6, the p values for the one-tailed and two-tailed paired t tests between the two approaches were less than 0.05. We observed significant differences between the two approaches regarding the top one, three, and five advertisements. The proposed approach thus significantly outperformed the traditional method.

Table 6: Paired t-test between the proposed approach and traditional approach

<table>
<thead>
<tr>
<th></th>
<th>our_top1</th>
<th>Trad_top1</th>
<th>our_top3</th>
<th>Trad_top3</th>
<th>our_top5</th>
<th>Trad_top5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean</td>
<td>2.6696</td>
<td>2.5037</td>
<td>2.7089</td>
<td>2.3570</td>
<td>2.7333</td>
<td>2.3707</td>
</tr>
<tr>
<td>Variance</td>
<td>0.3999</td>
<td>0.5085</td>
<td>0.5383</td>
<td>0.4831</td>
<td>0.5699</td>
<td>0.5033</td>
</tr>
<tr>
<td>Observation</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
<td>45</td>
</tr>
<tr>
<td>Degree of freedom</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>44</td>
<td>44</td>
</tr>
<tr>
<td>t</td>
<td>2.0598</td>
<td>7.4951</td>
<td>6.8736</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p(T&lt;=t) One-tailed</td>
<td>0.0227</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value: One-tailed</td>
<td>1.6802</td>
<td>1.6802</td>
<td>1.6802</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>p(T&lt;=t) Two-tailed</td>
<td>0.0454</td>
<td>0.0000</td>
<td>0.0000</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Critical value: Two-tailed</td>
<td>2.0154</td>
<td>2.0154</td>
<td>2.0154</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

4.3. Summary of the Experiments

The results obtained in the experiments showed that the proposed approach significantly outperformed the traditional approach. This is because, in the traditional approach, the problem of semantic gaps between web pages and advertisements is not considered, whereas, in the proposed approach, WordNet::Similarity was used to mitigate the semantic gaps between the advertisement tags and web page terms. This provides the proposed approach with a high-quality performance, and also solves the problem of multimedia content in contextual advertising. We also observed the performance of the proposed approach regarding the number of recommended advertisements by using various approaches. The top three recommended advertisements typically registered the more favorable satisfaction scores. Three advertisements may be the appropriate amount of information for users to absorb, not too much and not too little. Users may perceive one advertisement as insufficient information, but may feel overloaded by five advertisements.

5. Conclusions

Diverse formats exist for web advertising: advertisements can be text-based or multimedia-based. Because of this diversity, matching advertisements and web pages by using only the vector space model or keyword-based model is inadequate. Furthermore, the semantic gap problem between the two models renders them incompatible. This study resolved the semantic gap problem by using WordNet::Similarity and also combined the advantages of the vector space and keyword-based models to establish an efficient model. In the proposed approach, we used web pages and advertisements as vectors and tags, respectively. We propose a mapping method for computing the similarities between the advertisement tags and web page vectors. We used this approach to solve the problem of multimedia advertisements in contextual advertising. In addition, we propose a tag recommending method that involves recommending tags for advertisements containing text. In this recommending method, we used the PageRank algorithm with WordNet::Similarity for recommending keyword tags for advertisements.

In Experiments 1 and 2, the results showed that the proposed approach demonstrated a more favorable performance compared with the traditional approach. Statistical examinations were performed and the results
indicated that the advertisements recommended for web pages by using the proposed approach were significantly more favorable than those recommended using the traditional approach. Therefore, the proposed approach is an effective and satisfactory technique for matching web pages and advertisements.

For the experiments, we collected 30 articles from news web pages and used them as the testing data points. Each participant was required to answer 360 questions in the questionnaire (two experiments in total, each experiment involved 30 web pages for participants to read, each web page comprised six sets of proposed advertisements for participants to read). This might have exhausted the participants, and possibly induced them to provide careless responses to the questions. For remedying this problem, the entire evaluation process can be divided into several sessions interleaved with break times. Doing so can reduce the load on the participants and improve the validity of the experimental results.

In this research, we designed the advertisement algorithms by assuming that the web pages contain a high amount of text, advertisements contain no text, and advertisers can provide tags for advertisements. Furthermore, another limitation of this research is that the collected web pages should belong to a single topic because a hub page containing numerous topics and links—such as the Yahoo! homepage (https://tw.yahoo.com/) or Amazon online shopping homepage (http://www.amazon.com/)—is not the main target of the proposed method. These requirements restrict the scope of applicability of the proposed methods, thus constituting a limitation of this research. However, the limitations also indicate possible future research directions. First, because the idf values may be different when the data set is changed or when the context topic drifts, an alternative process is required for addressing this situation. A possible solution involves designing an automatic adjustment approach for consistently altering the idf values according to the changed data set or new context. This is a possible future research direction. Second, to reduce the annotation load of the advertisers, tag-recommendation algorithms can be developed for advertisements without text. A possible solution to this problem involves using the text of the hyperlinks linking to or linked by these advertisements. Third, we determined whether an advertisement is suitable for a web page according to only the contextual similarity. Other factors, such as user browsing history, personal preference, and user profile, can also be considered. Future studies can incorporate these factors into the proposed contextual advertisement model.
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